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## 1. INTRODUCTION

The concept of a partial dynamical system has been an essential part of Mathematics since at least the late 1800's when, thanks to the work of Cauchy, Lindelöf, Lipschitz and Picard, we know that given a Lipschitz vector field $X$ on an open subset $U \subseteq \mathbb{R}^{n}$, the initial value problem

$$
f^{\prime}(t)=X(f(t)), \quad f(0)=x_{0}
$$

admits a unique solution for every $x_{0}$ in $U$, defined on some open interval about zero.

Assuming that we extend the above solution $f$ to the maximal possible interval, and if we write $\phi_{t}\left(x_{0}\right)$ for $f(t)$, then each $\phi_{t}$ is a diffeomorphism between open subsets of $U$. Moreover, if $x$ is in the domain of $\phi_{t}$, and if $\phi_{t}(x)$ is in the domain of $\phi_{s}$, it is easy to see that $x$ lies in the domain of $\phi_{s+t}$, and that

$$
\phi_{s+t}(x)=\phi_{s}\left(\phi_{t}(x)\right) .
$$

This is to say that, defining the composition $\phi_{s} \circ \phi_{t}$ on the largest possible domain where it makes sense, one has that

$$
\phi_{s} \circ \phi_{t} \subseteq \phi_{s+t},
$$

meaning that $\phi_{s+t}$ extends $\phi_{s} \circ \phi_{t}$. This extension property is the central piece in defining the notion of a partial dynamical system, the main object of study in the present book.

Since dynamical systems permeate virtually all of mankind's most important scientific advances, a wide variety of methods have been used in their study. Here we shall adopt an algebraic point of view to study partial dynamical systems, occasionally veering towards a functional analytic perspective.

According to this approach we will extend our reach in order to encompass partial actions on several categories, notably sets, topological spaces, algebras and $\mathrm{C}^{*}$-algebras.

One of our main goals is to study graded $\mathrm{C}^{*}$-algebras from the point of view of partial actions. The fundamental connection between these concepts is established via the notion of crossed product (known to algebraists as skewgroup algebra) in the sense that, given a partial action of a group $G$ on an
algebra $A$, the crossed product of $A$ by $G$ is a graded algebra. While there are many graded algebras which cannot be built out of a partial action, as above, the number of those who can is surprisingly large. Firstly, there is a vast quantity of graded algebras which, when looked at with the appropriate bias, simply happen to be a partial crossed product. Secondly, and more importantly, we will see that any given graded algebra satisfying quite general hypotheses is necessarily a partial crossed product!

Once a graded algebra is described as a partial crossed product, we offer various tools to study it, but we also dedicate a large part of our attention to the study of graded algebras per se, mainly through a very clever device introduced by J. M. G. Fell under the name of $C^{*}$-algebraic bundles, but which is now more commonly known as Fell bundles. A Fell bundle may be seen essentially as a graded algebra which has been disassembled in such a way that we are left only with the scattered resulting parts.

Our study of Fell bundles consists of two essentially disjoint disciplines. On the one hand we study its internal structure and, on the other, we discuss the various ways in which a Fell bundle may be re-assembled to form a C*algebra. The main structural result we present is that every separable Fell bundle with stable unit fiber algebra must necessarily arise as the semi-direct product bundle for a partial action of the base group on its unit fiber algebra. The study of reassembly, on the other hand, is done via the notions of crosssectional algebras and amenability.

A number of applications are presented to the study of $\mathrm{C}^{*}$-algebras, notably $C^{*}$-algebras generated by semigroups of isometries, and the now standard class of graph $\mathrm{C}^{*}$-algebras.

Although not discussed here, the reader may find several other situations where well known $C^{*}$-algebras may be described as partial crossed products. Among these we mention:

- Bunce-Deddens algebras [45] ],
- AF-algebras [46],
- the Bost-Connes algebra [ [...],
- Exel-Laca algebras [56],
- $\mathrm{C}^{*}$-algebras associated to right-angled Artin groups [ [ L$]$,
- Hecke algebras [6.3],
- algebras associated with integral domains [[]] , and
- algebras associated to dynamical systems of type $(m, n)$ [ $\square]$.

Besides, there are numerous other developments involving partial actions whose absence in this book should be acknowledged. First and foremost we should mention that we have chosen to restrict ourselves to discrete groups (i.e. groups without any topology), completely avoiding partial actions of topological groups, even though the latter is a well studied theory. See, for example, [47] and [ [7].

Although the computation of the K-theory groups of partial crossed product algebras is one of the main focus of the first two papers on the sub-
ject, namely [ $[4]$ and [ $[0]$, there is no mention here of these developments.
Twisted partial actions and projective partial representations are also absent, even though they form an important part of the theory. See, e.g. [4]],


Even though we briefly discuss the relationship between partial actions and inverse semigroups, many interesting developments have been left out,
 mention of the close relationship between partial actions and groupoids [ 3 ], must also be pointed out.

The study of KMS states for gauge actions on partial crossed products studied in [57] is also missing here.

The author gratefully acknowledges financial support from CNPq (Conselho Nacional de Desenvolvimento Científico e Tecnológico - Brazil).
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## 2. PARTIAL ACTIONS

The notion of a group action applies to virtually every category in Mathematics, the most basic being the category of sets. Correspondingly we shall start our development by focusing on partial actions of groups on sets.

- Throughout this chapter we will therefore fix a group $G$, with unit denoted 1 , and a set $X$.
2.1. Definition. A partial action of $G$ on $X$ is a pair

$$
\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)
$$

consisting of a collection $\left\{D_{g}\right\}_{g \in G}$ of subsets of $X$, and a collection $\left\{\theta_{g}\right\}_{g \in G}$ of maps,

$$
\theta_{g}: D_{g^{-1}} \rightarrow D_{g}
$$

such that
(i) $D_{1}=X$, and $\theta_{1}$ is the identity map,
(ii) $\theta_{g} \circ \theta_{h} \subseteq \theta_{g h}$, for all $g$ and $h$ in $G$.

By a partial dynamical system we shall mean a quadruple

$$
\left(X, G,\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)
$$

where $X$ is a set, $G$ is a group, and $\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ is a partial action of $G$ on $X$. In case every $D_{g}=X$, we will say that $\theta$ is a global action, or that we have a global dynamical system.

We should observe that the composition " $\theta_{g} \circ \theta_{h}$ " appearing in (2.ـ.il) is not defined in the traditional way since the image of $\theta_{h}$ is not necessarily contained in the domain of $\theta_{g}$. Instead this composition is meant to refer to the map whose domain is the set of all elements $x$ in $X$ for which the expression

$$
\theta_{g}\left(\theta_{h}(x)\right)
$$
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makes sense. For this, $x$ must be in $D_{h^{-1}}$ (the domain of $\theta_{h}$ ), and $\theta_{h}(x)$ must be in $D_{g^{-1}}$ (the domain of $\theta_{g}$ ). In other words, the domain of $\theta_{g} \circ \theta_{h}$ is the set

$$
\begin{equation*}
\left\{x \in D_{h^{-1}}: \theta_{h}(x) \in D_{g^{-1}}\right\}=\theta_{h}^{-1}\left(D_{g^{-1}}\right)=\theta_{h}^{-1}\left(D_{h} \cap D_{g^{-1}}\right) . \tag{2.2}
\end{equation*}
$$

For each such $x$, we of course define $\left(\theta_{g} \circ \theta_{h}\right)(x)=\theta_{g}\left(\theta_{h}(x)\right)$.

2.3. Diagram. Composing partially defined functions.

Still referring to ( $\overline{\text { L.L.il }}$ ), the symbol " $\subseteq$ " appearing there is meant to express the fact that the function on the right-hand-side is an extension ${ }^{1}$ of
 extension of $\theta_{g} \circ \theta_{h}$.

It is possible to rephrase the definition of partial actions just mentioning the collection $\left\{\theta_{g}\right\}_{g \in G}$ of partially defined ${ }^{2}$ maps on $X$, without emphasizing the collection of sets $\left\{D_{g}\right\}_{g \in G}$. In this case we could denote a posteriori the domain of $\theta_{g^{-1}}$ by $D_{g}$, and an axiom should be added to require that the range of $\theta_{g}$ be contained in $D_{g}$.
2.4. Proposition. Given a partial action $\theta$ of $G$ on $X$, as above, one has that each $\theta_{g}$ is a bijection from $D_{g^{-1}}$ onto $D_{g}$ and, moreover, $\theta_{g^{-1}}=\theta_{g}^{-1}$.

Proof. By (2.]il), we have that $\theta_{g^{-1}} \circ \theta_{g}$ is a restriction of $\theta_{1}$, which is the identity map by (Гـلـ). Thus $\theta_{g^{-1}} \circ \theta_{g}$ is the identity on its domain, which is clearly $D_{g^{-1}}$. Similarly $\theta_{g} \circ \theta_{g^{-1}}$ is the identity on $D_{g}$. This concludes the proof.

The following provides an equivalent definition of partial actions.

[^0]2．5．Proposition．Let $\left\{D_{g}\right\}_{g \in G}$ be a collection of subsets of $X$ ，and let $\left\{\theta_{g}\right\}_{g \in G}$ be a collection of maps

$$
\theta_{g}: D_{g^{-1}} \rightarrow D_{g} .
$$

Then $\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ is a partial action of $G$ on $X$ if and only if，in addition to（ $2 \sim \mathrm{~d}$ ），for all $g$ and $h$ in $G$ ，one has that：
（i）$\theta_{g}\left(D_{g^{-1}} \cap D_{h}\right) \subseteq D_{g h}$ ，
（ii）$\theta_{g}\left(\theta_{h}(x)\right)=\theta_{g h}(x)$ ，for all $x \in D_{h^{-1}} \cap D_{(g h)^{-1}}$ ．
Proof．Before we begin，we should notice that（ㅍ）justifies（ㅍiᅵ）in the following sense：for all $x$ as in（罒），the fact that $x$ is in $D_{h^{-1}}$ tells us that $\theta_{h}(x)$ is well defined，while $x$ being in $D_{(g h)^{-1}}$ implies that $\theta_{g h}(x)$ is also well defined．In addition notice that

$$
\theta_{h}(x) \in \theta_{h}\left(D_{h^{-1}} \cap D_{(g h)^{-1}}\right) \stackrel{(\mathbb{1})}{\subseteq} D_{g^{-1}},
$$

whence $\theta_{h}(x)$ indeed lies in the domain of $\theta_{g}$ ．
Assuming we have a partial action，we have already seen that the domain of $\theta_{g} \circ \theta_{h}$ is precisely $\theta_{h}^{-1}\left(D_{h} \cap D_{g^{-1}}\right)$ ．Since this map is extended by $\theta_{g h}$ ， whose domain is $D_{(g h)^{-1}}$ ，we deduce that

$$
\theta_{h}^{-1}\left(D_{h} \cap D_{g^{-1}}\right) \subseteq D_{(g h)^{-1}}
$$

With the change of variables $h:=g^{-1}$ ，and $g:=h^{-1}$ ，and using（匹प），we obtain（1）．

Given $x \in D_{h^{-1}} \cap D_{(g h)^{-1}}$ ，notice that by（眐），we have $\theta_{h}(x) \in D_{h} \cap D_{g^{-1}}$ ， whence $x$ lies in the domain of $\theta_{g} \circ \theta_{h}$ ，and then（（Wil）follows from（ㄹ．．．il）．


$$
\begin{equation*}
\theta_{g^{-1}}=\theta_{g}^{-1}, \quad \forall g \in G \tag{2.5.1}
\end{equation*}
$$

In fact，with $h=g^{-1}$ ，point（园）states that

$$
\theta_{g}\left(\theta_{g^{-1}}(x)\right)=x, \quad \forall x \in D_{g},
$$

which says that $\theta_{g^{-1}}$ is a right inverse for $\theta_{g}$ ．Replacing $g$ by $g^{-1}$ ，we see that $\theta_{g^{-1}}$ is also a left inverse for $\theta_{g}$ ，thus proving（

Let us now prove（（ L, ．ill $)$ ．For this，let $x$ be in the domain of $\theta_{g} \circ \theta_{h}$ ， which，as already seen，means that
thus showing that the domain of $\theta_{g} \circ \theta_{h}$ is contained in the domain of $\theta_{g h}$ ． Since $x$ is evidently also in the domain of $\theta_{h}$ ，we conclude that

$$
x \in D_{h^{-1}} \cap D_{h^{-1} g^{-1}},
$$

and then（园）implies that $\theta_{g}\left(\theta_{h}(x)\right)=\theta_{g h}(x)$ ，which means that $\theta_{g h}$ indeed extends $\theta_{g} \circ \theta_{h}$ ，as desired．

Condition（ 2.5 l ）may be slightly improved，as follows：
2.6. Proposition. Let $\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ be a partial action of $G$ on $X$. Then

$$
\theta_{g}\left(D_{g^{-1}} \cap D_{h}\right)=D_{g} \cap D_{g h}, \quad \forall g, h \in G
$$

Proof. Combining ( 2.5 .1 ) with the fact that the range of $\theta_{g}$ is contained in $D_{g}$, we have that

$$
\begin{equation*}
\theta_{g}\left(D_{g^{-1}} \cap D_{h}\right) \subseteq D_{g} \cap D_{g h} \tag{2.6.1}
\end{equation*}
$$

Applying $\theta_{g^{-1}}$ to both sides of the above inclusion, and using ( $\mathbb{Z , 4}$ ), we then deduce that

$$
D_{g^{-1}} \cap D_{h} \subseteq \theta_{g^{-1}}\left(D_{g h} \cap D_{g}\right)
$$

Replacing $g$ by $g^{-1}$, and $h$ by $g h$, we then deduce the reverse inclusion in (2.].l), hence equality.

The natural notion of equivalence for partial actions is part of our next:
2.7. Definition. Let $G$ be a group, and suppose that, for each $i=1,2$, we are given a partial action $\theta^{i}=\left(\left\{D_{g}^{i}\right\}_{g \in G},\left\{\theta_{g}^{i}\right\}_{g \in G}\right)$ of $G$ on a set $X^{i}$. A map

$$
\phi: X^{1} \rightarrow X^{2}
$$

will be said to be $G$-equivariant when, for all $g$ in $G$, one has that
(i) $\phi\left(D_{g}^{1}\right) \subseteq D_{g}^{2}$, and
(ii) $\phi\left(\theta_{g}^{1}(x)\right)=\theta_{g}^{2}(\phi(x))$, for all $x$ in $D_{g^{-1}}^{1}$.

If moreover $\phi$ is bijective and $\phi^{-1}$ is also $G$-equivariant, we will say that $\phi$ is an equivalence of partial actions. If such an equivalence exists, we will say that $\theta^{1}$ is equivalent to $\theta^{2}$.

Observe that a $G$-equivariant bijective map $\phi$ from $X^{1}$ to $X^{2}$ may fail to be an equivalence since property ( $2 . \bar{\sim}$ ) may fail for $\phi^{-1}$.

On the other hand, it is easy to see that a necessary and sufficient condition for a $G$-equivariant bijective map to be an equivalence is that equality hold in (2.7.1).
2.8. Definition. Let $\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ be a partial action of $G$ on $X$. The graph of $\theta$ is defined to be the set

$$
\operatorname{Graph}(\theta)=\left\{(y, g, x) \in X \times G \times X: x \in D_{g^{-1}}, \theta_{g}(x)=y\right\}
$$

The graph of a partial action evidently encodes all of the information contained in the partial action itself. It is therefore a very useful device in the study of partial actions and we will re-encounter it often in the sequel. Meanwhile let us remark that it has a natural groupoid [3] structure, where two elements $(w, h, z)$ and $(y, g, x)$ in $\operatorname{Graph}(\theta)$ may be multiplied if and only if $z=y$, in which case we put

$$
(w, h, z)(y, g, x)=(w, h g, x)
$$

while

$$
(y, g, x)^{-1}=\left(x, g^{-1}, y\right)
$$

We leave it for the reader to check that $\operatorname{Graph}(\theta)$ is indeed a groupoid with these operations.

The usual notion of invariance for group actions has a counterpart in partial actions, as follows.
2.9. Definition. Given a partial action $\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ of $G$ on $X$, we will say that a given subset $Y \subseteq X$ is invariant under $\theta$, if

$$
\theta_{g}\left(Y \cap D_{g^{-1}}\right) \subseteq Y, \quad \forall g \in G
$$

As in the global case we have:
2.10. Proposition. Given a partial action $\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ of $G$ on $X$, and an invariant subset $X^{\prime} \subseteq X$, let

$$
D_{g}^{\prime}=X^{\prime} \cap D_{g}, \quad \forall g \in G,
$$

and let $\theta_{g}^{\prime}$ be the restriction of $\theta_{g}$ to $D_{g^{-1}}^{\prime}$. Then
(i) $\theta^{\prime}=\left(\left\{D_{g}^{\prime}\right\}_{g \in G},\left\{\theta_{g}^{\prime}\right\}_{g \in G}\right)$ is a partial action of $G$ on $X^{\prime}$, and
(ii) the inclusion $X^{\prime} \hookrightarrow X$ is a $G$-equivariant map.

Proof. By hypothesis it is clear that each $\theta_{g}^{\prime}$ maps $D_{g^{-1}}^{\prime}$ into $D_{g}^{\prime}$. Observing
 and $h$ in $G$, we have that

$$
\begin{gathered}
\theta_{g}^{\prime}\left(D_{g^{-1}}^{\prime} \cap D_{h}^{\prime}\right)=\theta_{g}\left(X^{\prime} \cap D_{g^{-1}} \cap D_{h}\right) \subseteq \\
\subseteq \theta_{g}\left(X^{\prime} \cap D_{g^{-1}}\right) \cap \theta_{g}\left(D_{g^{-1}} \cap D_{h}\right) \subseteq X^{\prime} \cap D_{g h}=D_{g h}^{\prime}
\end{gathered}
$$

thus verifying ( $\overline{2.51})$. We leave the easy proof of ( $\overline{2.5 .51)}$ ) for the reader. Point (ii) is also easy to check.

Notes and remarks. Partial actions of the group $\mathbb{Z}$ on $\mathrm{C}^{*}$-algebras were first considered by the author in [ [4]]. Soon afterward McClanahan [ [ 80 ] generalized this notion for arbitrary groups. Partial actions of groups on arbitrary sets were introduced in [ [ 40$]$.

## 3. RESTRICTION AND GLOBALIZATION

One of the easiest ways to produce nontrivial examples of partial actions is via the process of restriction to not necessarily invariant subsets, which we would now like to describe.

Suppose we are given a global action $\eta$ of a group $G$ on a set $Y$. Suppose further that $X$ is a given subset of $Y$ and we wish to restrict $\eta$ to an action of $G$ on $X$. Evidently this requires that $X$ be an $\eta$-invariant subset.

3.1. Diagram. Restricting a global action to a partial action.

However, even when $X$ is not $\eta$-invariant, we may restrict $\eta$ to a partial action of $G$ on $X$, by setting

$$
D_{g}=\eta_{g}(X) \cap X
$$

and, after observing that $\eta_{g}\left(D_{g^{-1}}\right)=D_{g}$, we may let

$$
\theta_{g}: D_{g^{-1}} \rightarrow D_{g}
$$

be the restriction of $\eta_{g}$ to $D_{g^{-1}}$, for each $g$ in $G$. The easy verification that this indeed leads to a partial action is left to the reader.
3.2. Definition. The partial action $\theta$ of $G$ on $X$ defined above is called the restriction of the global action $\eta$ to $X$.

It is readily seen that, under the above conditions, the inclusion of $X$ into $Y$ is a $G$-equivariant map.

Let us now discuss the relationship between the graph of a global action and that of its restriction to a subset.
3.3. Proposition. Let $\eta$ be a global action of a group $G$ on a set $Y$ and let $\theta$ be its restriction to a subset $X \subseteq Y$. Then

$$
\operatorname{Graph}(\theta)=\operatorname{Graph}(\eta) \cap(X \times G \times X)
$$

Proof. Left to the reader.
Taking a different point of view, one may start with a partial action $\theta$ of $G$ on $X$ and wonder about the existence of a global action $\eta$ on some set $Y$ containing $X$, in such a way that $\theta$ is the restriction of $\eta$. Assuming that $\eta$ does exist, the orbit of $X$ in $Y$, namely

$$
\operatorname{Orb}(X):=\bigcup_{g \in G} \eta_{g}(X)
$$

will evidently be $\eta$-invariant and the restriction of $\eta$ to $\operatorname{Orb}(X)$ will be another global action which, further restricted to $X$, will again produce the original partial action $\theta$.
3.4. Definition. Let $\eta$ be a global action of $G$ on a set $Y$, and let $\theta$ be the partial action obtained by restricting $\eta$ to a subset $X \subseteq Y$. If the orbit of $X$ coincides with $Y$, we will say that $\eta$ is a globalization, or an enveloping action for $\theta$.
3.5. Theorem. Every partial action admits a globalization, which is unique in the following sense: if $\theta$ is a partial action of $G$ on $X$, and we are given globalizations $\eta^{i}$ acting on sets $Y^{i}$, for $i=1,2$, then there exists an equivalence

$$
\phi: Y^{1} \rightarrow Y^{2}
$$

such that $\phi$ coincides with the identity on $X$.
Proof. Given a partial action $\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ of $G$ on a set $X$, define an equivalence relation on $G \times X$ by

$$
(g, x) \sim(h, y) \Leftrightarrow x \in D_{g^{-1} h}, \text { and } \theta_{h^{-1} g}(x)=y
$$

That this is indeed a reflexive and symmetric relation is apparent, while the transitivity property may be verified as follows: assuming that

$$
(g, x) \sim(h, y) \sim(k, z)
$$
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we have that $y \in D_{h^{-1} k}$, and $\theta_{k^{-1} h}(y)=z$. We then have that

$$
x=\theta_{g^{-1} h}(y) \in \theta_{g^{-1} h}\left(D_{h^{-1} g} \cap D_{h^{-1} k}\right)=D_{g^{-1} h} \cap D_{g^{-1} k},
$$

whence by ( $2.5 \cdot \mathbf{i l}$ )

$$
\theta_{k^{-1} g}(x)=\theta_{k^{-1} h}\left(\theta_{h^{-1} g}(x)\right)=\theta_{k^{-1} h}(y)=z,
$$

showing that $(g, x) \sim(k, z)$.
Let $\tilde{X}$ be the quotient of $G \times X$ by this equivalence relation, and let us denote by $[g, x]$ the equivalence class of each $(g, x) \in G \times X$. The map

$$
\begin{equation*}
\iota: x \in X \mapsto[1, x] \in \tilde{X} \tag{3.5.1}
\end{equation*}
$$

is clearly injective and hence we may identify $X$ with its image $X^{\prime}$ in $\tilde{X}$ under $\iota$. One then verifies that the expression

$$
\tau_{g}([h, x])=[g h, x], \quad \forall g, h \in G, \quad \forall x \in X,
$$

gives a well defined global action $\tau$ of $G$ on $\tilde{X}$.
We claim that

$$
\tau_{g}\left(X^{\prime}\right) \cap X^{\prime}=\iota\left(D_{g}\right) .
$$

In fact, an element of the form $[1, x]$ lies in $\tau_{g}\left(X^{\prime}\right)$ if and only if $[1, x]=[g, y]$, for some $y$ in $X$, but this is so iff $x \in D_{g}$, and $\theta_{g^{-1}}(x)=y$, proving the claim.

In order to verify that $\theta$ indeed corresponds to the restriction of $\tau$ to $X$, let $x \in D_{g^{-1}}$, and observe that

$$
\left(1, \theta_{g}(x)\right) \sim(g, x),
$$

whence

$$
\iota\left(\theta_{g}(x)\right)=\left[1, \theta_{g}(x)\right]=[g, x]=\tau_{g}([1, x])=\tau_{g}(\iota(x)) .
$$

This is to say that $\iota \circ \theta_{g}=\tau_{g} \circ \iota$, which means that $\theta_{g}=\tau_{g}$, on $D_{g^{-1}}$, up to the above identification of $X$ with $X^{\prime}$.

Observing that $\tau_{g}([1, x])=[g, x]$, we immediately see that the orbit of $X$ coincides with $\tilde{X}$, so $\tau$ is indeed a globalization of $\theta$.

If $\eta$ is another globalization of $\theta$, acting on the set $Y \supseteq X$, define a map

$$
\phi:(g, x) \in G \times X \mapsto \eta_{g}(x) \in Y,
$$

and observe that

$$
\phi(g, x)=\phi(h, y) \Leftrightarrow \eta_{g}(x)=\eta_{h}(y) \Leftrightarrow x=\eta_{g^{-1} h}(y),
$$

Under these conditions we have that $x \in \eta_{g^{-1} h}(X) \cap X=D_{g^{-1} h}$, and $y=$ $\eta_{h^{-1} g}(x)=\theta_{h^{-1} g}(x)$, meaning that $(g, x) \sim(h, y)$.

Consequently the map $\phi$, above, factors through the quotient $\tilde{X}$, providing an injective map

$$
\tilde{\phi}: \tilde{X} \rightarrow Y .
$$

Being a globalization, $Y$ coincides with the orbit of $X$ under $\eta$, from where one deduces that $\tilde{\phi}$ is surjective.

We leave it for the reader to prove that $\tilde{\phi}$ is $G$-equivariant and coincides with the identity on the respective copies of $X$ in $\tilde{X}$ and $Y$. This proves that $\tilde{X}$ and $Y$ are equivalent globalizations.

The process of restricting a global action $\eta$ to a non-invariant subset, studied above, could be generalized to the case in which $\eta$, itself, is a partial action. More precisely, suppose we are given a partial action

$$
\eta=\left(\left\{Y_{g}\right\}_{g \in G},\left\{\eta_{g}\right\}_{g \in G}\right)
$$

of a group $G$ on a set $Y$, and let $X \subseteq Y$ be a not necessarily invariant subset. Defining

$$
D_{g}=Y_{g} \cap X \cap \eta_{g}\left(Y_{g^{-1}} \cap X\right), \quad \forall g \in G
$$

one may prove that $\eta_{g}\left(D_{g^{-1}}\right)=D_{g}$. If we then let $\theta_{g}$ be the restriction of $\eta_{g}$ to $D_{g^{-1}}$, one has that

$$
\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)
$$

is a partial action of $G$ on $X$, with respect to which the inclusion $X \hookrightarrow Y$ is a $G$-equivariant map.

Contrary to the case of restricting a global action, we have found no interesting applications of the above idea. Thus, until this situation changes, we will not bother to discuss it any further.

Notes and remarks. The notion of enveloping actions and the proof of Theorem (5.5) is due to Abadie and it first appeared in his PhD thesis [山] , which led to the article [0].

## 4. INVERSE SEMIGROUPS

In the study of partial actions, the notion of inverse semigroups plays a predominant role. So let us briefly introduce this concept, referring the reader to [ [ $\mathbb{Z}]$ for proofs and further details.
4.1. Definition. An inverse semigroup is a nonempty set $S$ equipped with a binary associative operation (i.e., $S$ is a semigroup) such that, for every $s$ in $S$, there exists a unique element $s^{*}$ in $S$, such that

$$
s s^{*} s=s, \quad \text { and } \quad s^{*} s s^{*}=s^{*}
$$

Given an inverse semigroup $S$, one may prove that the collection of idempotent elements in $S$, namely

$$
E(S)=\left\{s \in S: s^{2}=s\right\}
$$

is a commutative sub-semigroup. Under the partial order relation defined in $E(S)$ by

$$
e \leq f \Leftrightarrow e f=e, \quad \forall e, f \in E(S),
$$

$E(S)$ becomes a semilattice, meaning that for every $e$ and $f$ in $E(S)$, there exists a largest element which is smaller than $e$ and $f$, namely ef. One therefore often refers to $E(S)$ as the idempotent semilattice of $S$.

There is also a natural partial order relation defined on $S$ itself by

$$
\begin{equation*}
s \leq t \Leftrightarrow t s^{*} s=s \Leftrightarrow s s^{*} t=s, \quad \forall s, t \in S \tag{4.2}
\end{equation*}
$$

This is compatible with the multiplication operation in the sense that

$$
\begin{equation*}
s \leq t, s^{\prime} \leq t^{\prime} \quad \Rightarrow \quad s s^{\prime} \leq t t^{\prime} . \tag{4.3}
\end{equation*}
$$

One of the main examples of inverse semigroups is as follows: given a set $X$, two subsets $C, D \subseteq X$, and a bijective map

$$
f: C \rightarrow D
$$

we will say that $f$ is a partial symmetry of $X$. The set

$$
\begin{equation*}
\mathcal{I}(X)=\{f: f \text { is a partial symmetry of } X\} \tag{4.4}
\end{equation*}
$$

may be turned into a semigroup by equipping it with the operation of composition, where, as before, the composition of two partially defined maps is defined on the largest domain where it makes sense.

It may be easily proven that $\mathcal{I}(X)$ is an inverse semigroup, where, for every $f$ in $\mathcal{I}(X)$, one has that $f^{*}$ is the inverse of $f$.

The idempotent elements of $\mathcal{I}(X)$ are just the identity maps defined on subsets of $X$. The order among idempotents happens to be the same as the order of inclusion of their domains.

More generally, the natural order among general elements of $\mathcal{I}(X)$ is the order given by "extension", meaning that, for $f$ and $g$ in $\mathcal{I}(X)$, one has that $f \leq g$, if and only if $g$ is an extension of $f$, in symbols

$$
f \leq g \Leftrightarrow f \subseteq g, \quad \forall f, g \in \mathcal{I}(X) .
$$

The classical Wagner-Preston Theorem [0]3], [0]] asserts that any inverse semigroup is isomorphic to a ${ }^{*}$-invariant sub-semigroup of $\mathcal{I}(X)$, for some $X$. This may be considered as the version for inverse semigroups of the well known Cayley Theorem for groups.

Given a partial action $\theta$ of a group $G$ on a set $X$, notice that each $\theta_{g}$ is an element of $\mathcal{I}(X)$.
4.5. Proposition. Let $G$ be a group, $X$ be a set, and

$$
\theta: G \rightarrow \mathcal{I}(X)
$$

be a map. Then $\theta$ is a partial action of $G$ on $X$ if and only if, for every $g$ and $h$ in $G$, one has that
(i) $\theta_{1}$ is the identity map of $X$,
(ii) $\theta_{g^{-1}}=\left(\theta_{g}\right)^{*}$,
(iii) $\theta_{g} \theta_{h} \theta_{h^{-1}}=\theta_{g h} \theta_{h^{-1}}$,
(iv) $\theta_{g^{-1}} \theta_{g} \theta_{h}=\theta_{g^{-1}} \theta_{g h}$.

Proof. Assuming that $\theta$ is a partial action, one immediately checks (i) and (ii). As for (iii), observe that, following (ए.), the domain of $\theta_{g h} \theta_{h^{-1}}$ is

$$
\theta_{h}\left(D_{h^{-1}} \cap D_{(g h)^{-1}}\right) \stackrel{\left(D D^{(1)}\right.}{=} D_{h} \cap D_{g^{-1}},
$$

which is clearly also the domain of $\theta_{g} \theta_{h} \theta_{h^{-1}}$. For any $x$ in this common domain we have that

$$
\theta_{h^{-1}}(x) \in \theta_{h^{-1}}\left(D_{h} \cap D_{g^{-1}}\right)=D_{h^{-1}} \cap D_{h^{-1} g^{-1}},
$$

so (iii) follows immediately from (2.5.in). Finally, (iv) follows from (iii) and (ii), in view of the fact that the star operation reverses multiplication.

Conversely, suppose that $\theta$ satisfies (i-iv) and denote the range of $\theta_{g}$ by $D_{g}$. Since $\theta_{g^{-1}}$ is the inverse of $\theta_{g}$ by (i), we have that the range of $\theta_{g^{-1}}$ is the domain of $\theta_{g}$, meaning that $\theta_{g}$ is a map

$$
\theta_{g}: D_{g^{-1}} \rightarrow D_{g}
$$

 are given $g$ and $h$ in $G$, as well as an element $x$ in the domain of $\theta_{g} \theta_{h}$. Then the element $y:=\theta_{h}(x)$ clearly lies in the domain of $\theta_{g} \theta_{h} \theta_{h^{-1}}$, and hence (iii) implies that it is also in the domain of $\theta_{g h} \theta_{h^{-1}}$, which is to say that $x$ is in the domain of $\theta_{g h}$. Moreover

$$
\theta_{g}\left(\theta_{h}(x)\right)=\theta_{g}\left(\theta_{h}\left(\theta_{h^{-1}}(y)\right)\right)=\theta_{g h}\left(\theta_{h^{-1}}(y)\right)=\theta_{g h}(x)
$$

proving that $\theta_{g} \theta_{h} \subseteq \theta_{g h}$.
The language of inverse semigroups is especially well suited to the introduction of our next example. In order to describe it, let $X$ be a set and let $\left\{f_{\lambda}\right\}_{\lambda \in \Lambda}$ be any collection of partial symmetries of $X$.

Letting $\mathbb{F}=\mathbb{F}(\Lambda)$ be the free group on the index set $\Lambda$, our plan is to construct a partial action of $\mathbb{F}$ on $X$ in the form of a map

$$
\theta: \mathbb{F} \rightarrow \mathcal{I}(X)
$$

As a first step, let us define

$$
\theta_{\lambda}:=f_{\lambda}, \quad \text { and } \quad \theta_{\lambda-1}:=f_{\lambda}^{-1}, \quad \forall \lambda \in \Lambda
$$

Given any element $g \in \mathbb{F}$, write

$$
g=x_{1} x_{2} \ldots x_{n}
$$

in reduced form, meaning that each $x_{j} \in \Lambda \cup \Lambda^{-1}$, and $x_{j+1} \neq x_{j}^{-1}$. It is well known that a unique such decomposition of $g$ exists. We then put

$$
\begin{equation*}
\theta_{g}:=\theta_{x_{1}} \theta_{x_{2}} \ldots \theta_{x_{n}} \tag{4.6}
\end{equation*}
$$

with the convention that, if $g=1$, then its reduced form is "empty", and $\theta_{1}$ is the identity function on $X$.
4.7. Proposition. The map $\theta$ defined in (4.6), above, is a partial action of $\mathbb{F}$ on $X$.

Proof. We leave it for the reader to prove ( $\overline{\boxed{L} . \mathrm{C}}$ ). In order to verify ( pick $g$ and $h$ in $\mathbb{F}$, and write

$$
g=x_{n} x_{n-1} \ldots x_{2} x_{1}, \quad \text { and } \quad h=y_{1} y_{2} \ldots y_{m-1} y_{m}
$$

in reduced form, as above (for reasons which will soon become clear, we have chosen to reverse the indices in the reduced form of $g$ ).

Let $p$ be the number of cancellations occurring when performing the multiplication $g h$, meaning that

$$
x_{i}=y_{i}^{-1}, \quad \forall i=1, \ldots, p
$$

and that $p$ is maximal with this property. Define $g^{\prime}, h^{\prime}$, and $k$ in $\mathbb{F}$, as follows

$$
g=\overbrace{x_{n} \ldots x_{p+1}}^{g^{\prime}} \overbrace{x_{p} \ldots x_{1}}^{k}, \quad \text { and } \quad h=\overbrace{y_{1} \ldots y_{p}}^{k^{-1}} \overbrace{y_{p+1} \ldots y_{m}}^{h^{\prime}},
$$

so that

$$
g h=g^{\prime} h^{\prime}=x_{n} \ldots x_{p+1} y_{p+1} \ldots y_{m}
$$

is in reduced form. Denoting the identity map on $X$ by $i d_{X}$, we then clearly have that

$$
\theta_{k} \theta_{k}^{-1} \subseteq i d_{X}
$$

so

$$
\begin{equation*}
\theta_{g} \theta_{h}=\theta_{g^{\prime}} \theta_{k} \theta_{k}^{-1} \theta_{h}^{\prime} \stackrel{(\text { (14.3) })}{\subseteq} \theta_{g^{\prime}} i d_{X} \theta_{h^{\prime}}=\theta_{g^{\prime}} \theta_{h^{\prime}}=\theta_{g^{\prime} h^{\prime}}=\theta_{g h} \tag{4.7.1}
\end{equation*}
$$

concluding the proof.
Observe that in (

$$
\theta_{g^{\prime}} \theta_{h^{\prime}}=\theta_{g^{\prime} h^{\prime}}
$$

because the juxtaposition of the reduced forms of $g^{\prime}$ and $h^{\prime}$ turned out to be the reduced form of $g^{\prime} h^{\prime}$. Equivalently, $\left|g^{\prime} h^{\prime}\right|=\left|g^{\prime}\right|+\left|h^{\prime}\right|$, where $|\cdot|$ refers to word length.
4.8. Definition. A length function on a group $G$ is a function $\ell: G \rightarrow \mathbb{R}_{+}$ such that
(i) $\ell(1)=0$, and
(ii) $\ell(g h) \leq \ell(g)+\ell(h)$, for all $g$ and $h$ in $G$.

Evidently $|\cdot|$ is a length function for the free group.
4.9. Definition. Let $G$ be a group equipped with a length function $\ell$. A partial action $\theta$ of $G$ is said to be semi-saturated (with respect to the given length function $\ell$ ) if

$$
\ell(g h)=\ell(g)+\ell(h) \quad \Longrightarrow \quad \theta_{g} \theta_{h}=\theta_{g h}, \quad \forall g, h \in G .
$$

In the free group, observe that the condition that $|g h|=|g|+|h|$ means that the juxtaposition of the reduced forms of $g$ and $h$ is precisely the reduced form of $g h$. So the partial action $\theta$ defined in ( 4.6$)$ is easily seen to be semisaturated.

Summarizing we have:
4.10. Proposition. Let $X$ be a set and let $\left\{f_{\lambda}\right\}_{\lambda \in \Lambda}$ be any collection of partial symmetries of $X$. Then there exists a unique semi-saturated partial action $\theta$ of $\mathbb{F}(\Lambda)$ on $X$ such that

$$
\theta_{\lambda}=f_{\lambda}, \quad \forall \lambda \in \Lambda .
$$

Proof. The existence was proved above and we leave the proof of uniqueness as an easy exercise.

Notes and remarks. Semi-saturated partial actions are related to Quigg and Raeburn's notion of multiplicativity, as defined in [G7, Definition 5.1]. The relationship between partial actions and inverse semigroups is further discussed


## 5. TOPOLOGICAL PARTIAL DYNAMICAL SYSTEMS

We shall now be concerned with the topological aspects of partial actions, so, throughout this chapter, we will fix a group $G$ and topological space $X$.
5.1. Definition. A topological partial action of the group $G$ on the topological space $X$ is a partial action $\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ on the underlying set $X$, such that each $D_{g}$ is open in $X$, and each $\theta_{g}$ is a homeomorphism. By a topological partial dynamical system we shall mean a partial dynamical system

$$
\left(X, G,\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)
$$

where $X$ is a topological space and $\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ is a topological partial action of $G$ on $X$.

When it is understood that we are working in the category of topological spaces and there is no chance for confusion we will drop the adjective topological and simply say partial action or partial dynamical system.

The notion of topological partial actions may also take into account topological groups (see [ [ $\boxed{\pi}]$ ] and [ [ ] ) but, for the sake of simplicity, we will only be concerned with discrete groups in this book.

Recall from (4.4) that $\mathcal{I}(X)$ denotes the inverse semigroup formed by all partial symmetries of $X$.
5.2. Definition. We will say that a partial symmetry $f \in \mathcal{I}(X)$ is a partial homeomorphism of $X$, if the domain and range of $f$ are open subsets of $X$, and $f$ is a homeomorphism from its domain to its range. We will denote by $\mathrm{pHomeo}(X)$ the collection of all partial homeomorphisms of $X$. It is evident that $\mathrm{pHomeo}(X)$ is an inverse sub-semigroup of $\mathcal{I}(X)$.

As an immediate consequence of ( 4.5 ) we have:
5.3. Proposition. Let $G$ be a group, $X$ be a topological space, and

$$
\theta: G \rightarrow \mathrm{pHomeo}(X)
$$

be a map. Then $\theta$ is a topological partial action of $G$ on $X$ if and only if conditions (i-iv) of (4.5) are fulfilled.

We will say that two topological partial actions of $G$ are topologically equivalent if they are equivalent in the sense of Definition ( $\mathrm{L} . \boldsymbol{\text { . }}$ ) and, in addition, the map $\phi$ mentioned there is a homeomorphism.

The process of restriction may be applied in the context of topological spaces as follows: suppose we are given a global topological action $\eta$ of a group $G$ on a space $Y$, as well as an open subset $X \subseteq Y$.

Let $\theta$ be the restriction of $\eta$ to $X$, as defined in (B.2) and recall that

$$
D_{g}=\eta_{g}(X) \cap X
$$

Since $\eta_{g}$ is a homeomorphism we have that $\eta_{g}(X)$ is open in $Y$, so $D_{g}$ is an open subset of $X$. Also, since the restricted maps $\theta_{g}$ are obviously homeomorphisms, we conclude that $\theta$ is a topological partial action of $G$ on $X$.
5.4. Definition. Let $\eta$ be a topological global action of $G$ on a space $Y$, and let $\theta$ be the topological partial action obtained by restricting $\eta$ to an open subset $X \subseteq Y$. If the orbit of $X$ coincides with $Y$, we will say that $\eta$ is a topological globalization of $\theta$.
5.5. Proposition. Every topological partial action admits a topological globalization, unique up to topological equivalence.

Proof. Given a topological partial action $\theta$ of the group $G$ on the space $X$, let $\tau$ and $\tilde{X}$ be as in the proof of (5.0.0).

Viewing $G$ as a discrete space, consider the product topology on $G \times X$ and let us equip $\tilde{X}$ with the quotient topology. We then claim that $\tau$ is a topological globalization of $\theta$. In other words we must prove that each $\tau_{g}$ is a homeomorphism, the map $\iota$ mentioned in ( its image, and $\iota(X)$ is open.

The first assertion follows easily from the fact that, for $g \in G$, the map

$$
(h, x) \in G \times X \mapsto(g h, x) \in G \times X
$$

is a homeomorphism respecting the equivalence relation " $\sim$ ".
Observe that $\iota(x)=\pi(1, x)$, for every $x$ in $X$, where

$$
\pi: G \times X \rightarrow G \times X / \sim
$$

is the quotient map, so $\iota$ is clearly continuous. In order to prove that $\iota$ is a homeomorphism onto its image it is therefore enough to show that it is an open map. With this purpose in mind let $U \subseteq X$ be an open set, and let us prove that $\iota(U)$ is open in $\tilde{X}$ (in fact, it would be enough to prove that $\iota(U)$ is open in $\iota(X)$ ).

By definition of the quotient topology, $\iota(U)$ is open in $\tilde{X}$ if and only if $\pi^{-1}(\iota(U))$ is open in $G \times X$. Moreover observe that

$$
(g, x) \in \pi^{-1}(\iota(U))
$$

if and only if $(g, x) \sim(1, y)$, for some $y \in U$, but this is clearly equivalent to saying that $x \in D_{g^{-1}}$, and $\theta_{g}(x) \in U$, or that $x \in \theta_{g}^{-1}\left(D_{g} \cap U\right)$. So

$$
\pi^{-1}(\iota(U))=\bigcup_{g \in G}\{g\} \times \theta_{g}^{-1}\left(D_{g} \cap U\right)
$$

which is then seen to be open in $G \times X$, whence $\iota(U)$ is open in $\tilde{X}$, as claimed. This proves that $\iota$ is a homeomorphism onto its image, and it also implies that $\iota(X)$ is an open subset of $\tilde{X}$. Consequently $\tau$ is a topological globalization of $\theta$, taking care of the existence part of the statement.

In order to prove uniqueness, let us be given another topological globalization of $\theta$, say $\eta$, acting on the space $Y$. In particular $\eta$ is a set-theoretical globalization of $\theta$, so by the uniqueness part of (5. $\mathbf{5}$ ), there exists an equivalence

$$
\phi: Y \rightarrow \tilde{X}
$$

coinciding with the identity map on $X$ (or rather, its canonical copies within $\tilde{X}$ and $Y$ ). In order to conclude the proof it is now enough to prove that $\phi$ is a homeomorphism.

Given $y \in Y$, use the fact that the orbit of $X$ coincides with $Y$ to find some $g$ in $G$ such that $y \in \eta_{g}(X)$. For any other $y^{\prime} \in \eta_{g}(X)$, we then have that $x^{\prime}:=\eta_{g}^{-1}\left(y^{\prime}\right) \in X$, so

$$
\phi\left(y^{\prime}\right)=\phi\left(\eta_{g}\left(x^{\prime}\right)\right)=\tau_{g}\left(\phi\left(x^{\prime}\right)\right)=\tau_{g}\left(x^{\prime}\right)=\tau_{g}\left(\eta_{g}^{-1}\left(y^{\prime}\right)\right)
$$

Since the map

$$
y^{\prime} \in \eta_{g}(X) \mapsto \tau_{g}\left(\eta_{g}^{-1}\left(y^{\prime}\right)\right) \in \tau_{g}(X)
$$

is clearly continuous and coincides with $\phi$ on $\eta_{g}(X)$, which is an open neighborhood of $y$, we see that $\phi$ is continuous at $y$. Similarly one may prove that the inverse of $\phi$ is continuous, and hence that $\phi$ is a homeomorphism, as claimed.

The reader should be warned that there is a catch in the above result: the quotient topology defined on $\tilde{X}$ may not be Hausdorff, even if $X$ is Hausdorff. In fact it is easy to characterize the occurrence of this problem, as seen in the next:
5.6. Proposition. A topological partial action of a group $G$ on a Hausdorff space $X$ admits a Hausdorff globalization if and only if its graph is closed in $X \times G \times X$, where $G$ is given the discrete topology.

Proof. Assuming that $\eta$ is a globalization of $\theta$ on a Hausdorff space $Y$, observe that

$$
\operatorname{Graph}(\eta)=\left\{(y, g, x) \in Y \times G \times Y: y=\eta_{g}(x)\right\}
$$

This should be contrasted with Definition ( $\mathbb{L 8}$ ), as here there is no need to require $x$ to lie in the domain of $\eta_{g}$, a globally defined map! For this reason
we see that $\operatorname{Graph}(\eta)$ is closed in $Y \times G \times Y$ and it then follows from (5.3) that $\operatorname{Graph}(\theta)$ is closed in $X \times G \times X$.

Conversely, assuming that $\operatorname{Graph}(\theta)$ is closed, let $\eta$ be any topological globalization of $\theta$, acting on the space $Y$ (recall from (5.0) that there is only one such).

We will prove that $Y$ is Hausdorff. For this, let us be given two distinct points $y_{1}$ and $y_{2}$ in $Y$, and write $y_{i}=\eta_{g_{i}}\left(x_{i}\right)$, with $g_{i} \in G$, and $x_{i} \in X$. Noticing that

$$
\eta_{g_{1}}\left(x_{1}\right)=y_{1} \neq y_{2}=\eta_{g_{2}}\left(x_{2}\right)
$$

one sees that $\eta_{g_{2}^{-1} g_{1}}\left(x_{1}\right) \neq x_{2}$, whence $\left(x_{2}, g_{2}^{-1} g_{1}, x_{1}\right)$ is not in the graph of $\theta$. From the hypothesis it follows that there are open subsets $U_{1}, U_{2} \subseteq X$, with $x_{i} \in U_{i}$, such that

$$
U_{2} \times\left\{g_{2}^{-1} g_{1}\right\} \times U_{1} \cap \operatorname{Graph}(\theta)=\emptyset
$$

Since $X$ is open in $Y$, we have that each $U_{i}$ is open in $Y$ and hence so is $\eta_{g_{i}}\left(U_{i}\right)$. Since $x_{i} \in U_{i}$, we have that

$$
y_{i}=\eta_{g_{i}}\left(x_{i}\right) \in \eta_{g_{i}}\left(U_{i}\right)
$$

In order to verify Hausdorff's axiom, it now suffices to prove that $\eta_{g_{1}}\left(U_{1}\right)$ and $\eta_{g_{2}}\left(U_{2}\right)$ are disjoint. Arguing by contradiction, suppose that

$$
y \in \eta_{g_{1}}\left(U_{1}\right) \cap \eta_{g_{2}}\left(U_{2}\right)
$$

so we may write $y=\eta_{g_{1}}\left(z_{1}\right)=\eta_{g_{2}}\left(z_{2}\right)$, with $z_{i} \in U_{i}$. It follows that $\eta_{g_{2}^{-1} g_{1}}\left(z_{1}\right)=z_{2}$, but since both $z_{1}$ and $z_{2}$ lie in $X$, we indeed have that

$$
\theta_{g_{2}^{-1} g_{1}}\left(z_{1}\right)=z_{2}
$$

whence

$$
\left(z_{2}, g_{2}^{-1} g_{1}, z_{1}\right) \in \operatorname{Graph}(\theta) \cap U_{2} \times\left\{g_{2}^{-1} g_{1}\right\} \times U_{1}=\emptyset
$$

a contradiction. This proves that $\eta_{g_{1}}\left(U_{1}\right)$ and $\eta_{g_{2}}\left(U_{2}\right)$ are disjoint and hence that $Y$ is Hausdorff.

We will see that in many interesting examples, the $D_{g}$ are closed besides being open. In this case we have:
5.7. Proposition. A topological partial dynamical system

$$
\left(X, G,\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right),
$$

such that each $D_{g}$ is closed, always admits a Hausdorff globalization.
Proof. If $\left\{\left(y_{i}, g_{i}, x_{i}\right)\right\}_{i}$ is a net in $\operatorname{Graph}(\theta)$, converging to $(y, g, x)$, then $g_{i}$ is eventually constant, since $G$ has the discrete topology. So we may assume, without loss of generality that $g_{i}=g$, for all $i$. Then every $x_{i}$ lie in $D_{g^{-1}}$, and hence $x$ is in $D_{g^{-1}}$, by hypothesis. Consequently

$$
y=\lim _{i} y_{i}=\lim _{i} \theta_{g}\left(x_{i}\right)=\theta_{g}(x),
$$

so $(y, g, x)$ lies in $\operatorname{Graph}(\theta)$, which is therefore proven to be closed. The conclusion then follows from (5.6).

Let us now give an important example of a topological partial dynamical system based on Bernoulli's action. For this, let $G$ be a group and consider the compact topological space

$$
\{0,1\}^{G}
$$

relative to the product topology.
It is well known that $\{0,1\}^{G}$ is naturally equivalent to $\mathscr{P}(G)$, the power set of $G$, in such a way that, when a given $\omega \in\{0,1\}^{G}$ is seen as a subset of $G$, the Boolean value of the expression " $g \in \omega$ " is given by the coordinate $\omega_{g}$. In symbols

$$
\begin{equation*}
\omega_{g}=[g \in \omega], \tag{5.8}
\end{equation*}
$$

where we are using brackets to denote Boolean value. In what follows we will often identify $\{0,1\}^{G}$ and $\mathscr{P}(G)$ based on this correspondence.

For each $g \in G$, and each $\omega \in \mathscr{P}(G)$, let us indicate by

$$
g \omega=\{g h: h \in \omega\},
$$

as usual, and let us consider the mapping

$$
\begin{equation*}
\eta_{g}: \omega \in \mathscr{P}(G) \mapsto g \omega \in \mathscr{P}(G) . \tag{5.9}
\end{equation*}
$$

It is easy to see that each $\eta_{g}$ is a homeomorphism and that $\eta$ is a topological global action of $G$ on $\{0,1\}^{G}$.
5.10. Definition. The action $\eta$ of $G$ on $\{0,1\}^{G}$, defined above, will be called the global Bernoulli action of $G$.

The next concept to be defined is based on the observation that the set

$$
\begin{equation*}
\Omega_{1}=\left\{\omega \in\{0,1\}^{G}: 1 \in \omega\right\} \tag{5.11}
\end{equation*}
$$

is a compact open subset of $\{0,1\}^{G}$.
5.12. Definition. The partial Bernoulli action of a group $G$ is the topological partial action $\beta$ of $G$ on $\Omega_{1}$ obtained by restricting the global Bernoulli action to $\Omega_{1}$, according to ( $\Omega_{2}$ ).

Denoting by

$$
\begin{equation*}
D_{g}=\Omega_{1} \cap \eta_{g}\left(\Omega_{1}\right), \tag{5.13}
\end{equation*}
$$

as demanded by ( $5 \boldsymbol{2}$ ), observe that an element $\omega$ in $\eta_{g}\left(\Omega_{1}\right)$ is characterized by the fact that $g \in \omega$. Thus

$$
\begin{equation*}
D_{g}=\left\{\omega \in \Omega_{1}: g \in \omega\right\}=\left\{\omega \in\{0,1\}^{G}: 1, g \in \omega\right\} . \tag{5.14}
\end{equation*}
$$

As already noted, besides being open, $\Omega_{1}$ is a compact set, hence $D_{g}$ is compact for every $g$ in $G$.

The partial Bernoulli action will prove to be of utmost importance in our study of partial representations subject to relations.

Notes and remarks. Propositions (5.5) and (56) were proved by Abadie in his PhD thesis [■].

## 6. ALGEBRAIC PARTIAL DYNAMICAL SYSTEMS

With this chapter we start our study of partial actions of groups on algebraic structures. Among these, we would eventually like to include rings, algebras, *-algebras and $\mathrm{C}^{*}$-algebras. We thus begin with a device meant to allow us to treat rings and algebras in the same footing.

- We will assume, throughout, that $\mathbb{K}$ is a unital commutative ring. Whenever convenient we will assume that $\mathbb{K}$ is equipped with a conjugation, that is, an involutive automorphism

$$
\begin{equation*}
r \in \mathbb{K} \mapsto \bar{r} \in \mathbb{K}, \tag{6.1}
\end{equation*}
$$

which will be fixed form now on. In the absence of more interesting conjugations one could take the identity map by default. When $\mathbb{K}$ is the field of complex numbers we will always choose the standard complex conjugation.
6.2. Definition. By a $\mathbb{K}$-algebra we will mean a ring $A$ equipped with the structure of a left $\mathbb{K}$-module, such that, for all $\lambda \in \mathbb{K}$, and all $a, b \in A$, one has
(i) $1 a=a$,
(ii) $(\lambda a) b=a(\lambda b)=\lambda(a b)$.

When $\mathbb{K}$ is a field, this is nothing but the usual concept of an algebra over a field. On the other hand, any ring $A$ may be seen as a $\mathbb{Z}$-algebra, as long as we equip it with the obvious left $\mathbb{Z}$-module structure. With this device we may therefore treat rings and algebras in the same footing.

Ideals in $\mathbb{K}$-algebras will always be assumed to be $\mathbb{K}$-sub-modules (that is, closed under multiplication by elements of $\mathbb{K}$ ) and homomorphisms between $\mathbb{K}$-algebras will always be assumed to be $\mathbb{K}$-linear.
6.3. Definition. By a *-algebra over $\mathbb{K}$ we mean a $\mathbb{K}$-algebra equipped with an involution, namely a map

$$
a \in A \mapsto a^{*} \in A,
$$

such that, for all $a, b \in A$, and all $\lambda \in \mathbb{K}$, one has
(i) $\left(a^{*}\right)^{*}=a$,
(ii) $(a+\lambda b)^{*}=a^{*}+\bar{\lambda} b^{*}$,
(iii) $(a b)^{*}=b^{*} a^{*}$.

Ideals in *-algebras will always be assumed to be self-adjoint (that is, closed under ${ }^{*}$ ) and homomorphisms between ${ }^{*}$-algebras will always be assumed to be ${ }^{*}$-homomorphisms, (that is, preserving the involution).

Among the most important examples of *-algebras, we mention the group ring $\mathbb{K}(G)$, for any group $G$, equipped with the involution

$$
\left(\sum_{g \in G} \lambda_{g} \delta_{g}\right)^{*}=\sum_{g \in G} \bar{\lambda}_{g} \delta_{g^{-1}}
$$

6.4. Definition. An algebraic (resp. *-algebraic) partial action of a group $G$ on a $\mathbb{K}$-algebra (resp. *-algebra) $A$ is a partial action

$$
\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)
$$

on the underlying set $A$, such that each $D_{g}$ is a two-sided ideal (resp. selfadjoint two-sided ideal) in $A$, and each $\theta_{g}$ is an isomorphism (resp. *-isomor-
 notions of algebraic and *-algebraic partial dynamical systems.

When the category one is working with is understood, be it $\mathbb{K}$-algebras or *-algebras, and when there is no chance for confusion, we will drop the adjectives algebraic or ${ }^{*}$-algebraic and simply say partial action or partial dynamical system.

We will say that two algebraic (resp. *-algebraic) partial actions of $G$ are algebraically equivalent (resp. *-algebraically equivalent) if they are equivalent
 is a homomorphism (resp. *-homomorphism).

The process of restriction may also be applied in the algebraic context: given a (*-) algebraic global action $\eta$ of $G$ on a (*-) algebra B , and given a two-sided ideal $A \unlhd B$ (supposed to be self-adjoint in the *-algebra case), let $\theta$ be the restriction of $\eta$ to $A$, as defined in ( $\sqrt{2}$ ). Since

$$
D_{g}=\eta_{g}(A) \cap A
$$

we have that $D_{g}$ is a (self-adjoint) two-sided ideal of $A$ and, since the restricted maps $\theta_{g}$ are obviously (*-) homomorphisms, we conclude that $\theta$ is a (*-) algebraic partial action of $G$ on $A$.

Reversing this process we may likewise define the notion of (*) algebraic globalization, except that we need to adapt the notion of orbit employed in (ㅈ.4) to the algebraic context. Before we spell out the appropriate definition of algebraic globalization let us discuss a minor technical point.
6.5. Proposition. Let $\eta$ be an algebraic global action of the group $G$ on the $\mathbb{K}$-algebra $B$, and let $A$ be a two-sided ideal of $B$. Then the smallest $\eta$-invariant subalgebra of $B$ containing $A$ is

$$
\sum_{g \in G} \eta_{g}(A) .
$$

Proof. Since each $\eta_{g}(A)$ is a two-sided ideal in $B$, the sum of all such is also a two-sided ideal in $B$, and hence also a subalgebra, evidently $\eta$-invariant. That it is the smallest $\eta$-invariant subalgebra is also clear.

If, in addition to the hypotheses of the result above, $\eta$ is a *-algebraic global action and $A$ is a self-adjoint ideal, then it is easily verified that $\sum_{g \in G} \eta_{g}(A)$ is the smallest $\eta$-invariant *-subalgebra of $B$.

The notion of algebraic globalization is thus adapted from (5. 5 ) as follows:
6.6. Definition. Let $\eta$ be a ( ${ }^{*}$-) algebraic global action of $G$ on a ( ${ }^{*}$-) algebra $B$, and let $A$ be a (self-adjoint) two-sided ideal of $B$. Also let $\theta$ be the partial action obtained by restricting $\eta$ to $A$. If

$$
B=\sum_{g \in G} \eta_{g}(A),
$$

we will say that $\eta$ is a (*-) algebraic globalization of $\theta$.
In order to avoid cluttering the exposition we will now restrict ourselves to the category of $\mathbb{K}$-algebras, even though most of our results from now on are valid for ${ }^{*}$-algebras as well.

Unlike the case of partial actions on sets or topological spaces, algebraic globalizations do not always exists, and when they do, uniqueness may fail. Postponing the existence question, let us present an example of a partial action admitting many non-equivalent algebraic globalizations.
6.7. Example. This is essentially an example of actions on $\mathbb{K}$-modules masqueraded as $\mathbb{K}$-algebras. Given a left $\mathbb{K}$-module $M$, we may view it as a $\mathbb{K}$-algebra by introducing the trivial multiplication operation, namely,

$$
\begin{equation*}
a b=0, \quad \forall a, b \in M . \tag{6.7.1}
\end{equation*}
$$

Notice that every $\mathbb{K}$-sub-module of $M$ is an ideal and that any $\mathbb{K}$-linear map between two such $\mathbb{K}$-modules is automatically a homomorphism.

This said, let us assume that $\mathbb{K}=\mathbb{R}$, the field of real numbers, and let us choose a real number

$$
\alpha \in \mathbb{R} \backslash \mathbb{Q}
$$

Consider the action $\eta^{\alpha}$ of $\mathbb{Z}$ on $\mathbb{R}^{2}$ defined in terms of the group homomorphism

$$
\eta^{\alpha}: n \in \mathbb{Z} \mapsto\left[\begin{array}{rr}
\cos (2 n \pi \alpha) & -\sin (2 n \pi \alpha) \\
\sin (2 n \pi \alpha) & \cos (2 n \pi \alpha)
\end{array}\right] \in \mathrm{GL}_{2}(\mathbb{R}) .
$$

In other words, each $\eta_{n}^{\alpha}$ acts by rotating the plane by an angle of $2 n \pi \alpha$.
If, as above, we make $\mathbb{R}^{2}$ into an algebra by introducing the trivial multiplication, we may view $\eta^{\alpha}$ as a global algebraic action of $\mathbb{Z}$ on $\mathbb{R}^{2}$.

Let $A$ be the one-dimensional subspace of $\mathbb{R}^{2}$ spanned by the vector $(1,0)$, hence a two-sided ideal, and let $\theta$ be the restriction of $\eta^{\alpha}$ to $A$. Since $\eta_{n}^{\alpha}$ has no real eigenvectors for nonzero $n$, we have that

$$
D_{n}:=\eta_{n}^{\alpha}(A) \cap A=\{0\},
$$

and consequently $\theta_{n}$ is the zero map, except of course for $\theta_{0}$, which is the identity map on $D_{0}=A$. It is also easy to see that

$$
\mathbb{R}^{2}=\sum_{n \in \mathbb{Z}} \eta_{n}^{\alpha}(A),
$$

so $\eta^{\alpha}$ is an algebraic globalization of $\theta$.
Notice that the complex eigenvalues for $\eta_{1}^{\alpha}$ are $\mathrm{e}^{ \pm 2 \pi i \alpha}$ so, given two distinct irrational numbers $\alpha_{1}$ and $\alpha_{2}$ in ( $0,1 / 2$ ), the corresponding global actions $\eta^{\alpha_{1}}$ and $\eta^{\alpha_{2}}$ are not equivalent. Therefore $\theta$ admits an uncountable number of non-equivalent algebraic globalizations.

Many aspects of partial actions become greatly simplified when the ideals involved are unital.

- In order to discuss these aspects, let us fix, for the time being, a partial action $\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ of a group $G$ on an algebra $A$, such that $D_{g}$ is unital, with unit

$$
1_{g} \in D_{g},
$$

for all $g$ in $G$.
We will now prove a few technical lemmas which will later be useful to study the globalization question under the present hypotheses.
6.8. Lemma. For every $g, h \in G$, one has that

$$
\theta_{g}\left(1_{g^{-1}} 1_{h}\right)=1_{g} 1_{g h}
$$

Proof. This follows immediately from the fact that $1_{g^{-1}} 1_{h}$ is the unit for $D_{g^{-1}} \cap D_{h}$, while $1_{g} 1_{g h}$ is the unit for $D_{g} \cap D_{g h}$, and that $\theta_{g}$ is an isomorphisms between these ideals by (2,6).

Observe that $1_{g}$ is a central idempotent in $A$, as is the case for the unit of any two-sided ideal. Moreover, since $D_{g}=1_{g} A$, the correspondence

$$
\begin{equation*}
\Theta_{g}: a \in A \mapsto \theta_{g}\left(1_{g^{-1}} a\right) \in A, \tag{6.9}
\end{equation*}
$$

gives a well defined endomorphism of $A$.
The range of $\Theta_{g}$ is clearly $D_{g}$, so we have that

$$
\begin{equation*}
\Theta_{g}(a)=\Theta_{g}(a) 1_{g}, \quad \forall a \in A . \tag{6.10}
\end{equation*}
$$

6.11. Lemma. For every $g, h \in G$, and every $a \in A$, one has that

$$
\Theta_{g}\left(\Theta_{h}(a)\right)=1_{g} \Theta_{g h}(a)
$$

Proof. We have

$$
\begin{gathered}
\Theta_{g}\left(\Theta_{h}(a)\right)=\theta_{g}\left(1_{g^{-1}} \theta_{h}\left(1_{h^{-1}} a\right)\right)=\theta_{g}\left(1_{g^{-1}} 1_{h} \theta_{h}\left(1_{h^{-1}} a\right)\right) \stackrel{( }{=} \\
=\theta_{g}\left(\theta_{h}\left(1_{h^{-1} g^{-1}} 1_{h^{-1}}\right) \theta_{h}\left(1_{h^{-1}} a\right)\right)=\theta_{g}\left(\theta_{h}\left(1_{h^{-1} g^{-1}} 1_{h^{-1}} a\right)\right) \stackrel{\text { ase }}{=} \\
=\theta_{g h}\left(1_{h^{-1} g^{-1}} 1_{h^{-1}} a\right)=\theta_{g h}\left(1_{h^{-1} g^{-1}} 1_{h^{-1}}\right) \cdot \theta_{g h}\left(1_{h^{-1} g^{-1}} a\right) \\
=1_{g h} 1_{g} \Theta_{g h}(a)=1_{g} \Theta_{g h}(a) .
\end{gathered}
$$

6.12. Lemma. Suppose that $A$ is an algebra which is a (not necessarily direct) sum of a finite number of unital ideals. Then $A$ is a unital algebra.

Proof. By induction on the number of summands it is enough to consider two ideals, say $A=J+K$. Letting $1_{J}$ and $1_{K}$ denote the units of $J$ and $K$, respectively, one proves that $1_{J}$ and $1_{K}$ are central idempotents in $A$ and that

$$
1_{J}+1_{K}-1_{J} \cdot 1_{K}
$$

is the unit for $A$.
We are now ready to tackle our first globalization result for algebraic partial actions. So far we will only treat the unital case, leaving the highly involved non-unital case for later.
6.13. Theorem. Let $\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ be a partial action of a group $G$ on a unital algebra $A$. Then a necessary and sufficient condition for $\theta$ to admit a globalization is that $D_{g}$ be unital for every $g$ in $G$. Moreover, in this case the globalization is unique up to algebraic equivalence.
Proof. Let $\eta$ be a globalization of $\theta$, acting on the algebra $B$. Denote by $1_{A}$ the unit of $A$ and observe that, for each $g$ in $G$, one has that

$$
1_{A} \eta_{g}\left(1_{A}\right) \in A \cap \eta_{g}(A)=D_{g} .
$$

One then easily checks that $1_{A} \eta_{g}\left(1_{A}\right)$ is the unit for $D_{g}$, which is therefore proven to be a unital ideal.

Conversely, supposing that each $D_{g}$ is unital, let us build a globalization for $\theta$. As a first step we consider the algebra $A^{G}$, formed by all functions

$$
f: G \rightarrow A,
$$

with pointwise operations. Consider the global action $\eta$ of $G$ on $A^{G}$ defined by

$$
\left.\eta_{g}(f)\right|_{h}=f\left(g^{-1} h\right), \quad \forall g, h \in G, \quad \forall f \in A^{G}
$$

and let

$$
\iota: A \rightarrow A^{G}
$$

be the homomorphism defined by

$$
\left.\iota(a)\right|_{g}=\theta_{g^{-1}}\left(1_{g} a\right)=\Theta_{g^{-1}}(a), \quad \forall a \in A, \quad \forall g \in G
$$

Since $\left.\iota(a)\right|_{1}=a$, we have that $\iota$ is injective, so we may identify $A$ with its image

$$
A^{\prime}:=\iota(A) \subseteq A^{G} .
$$

We have therefore embedded $A$ into the larger algebra $A^{G}$, where a global action of $G$ is defined but, unfortunately, $A^{\prime}$ is not necessarily an ideal in $A^{G}$, so we need to do some more work if we are to obtain the desired globalization of $\theta$. The trick is to find an $\eta$-invariant subalgebra of $A^{G}$, containing $A^{\prime}$ as an ideal. In doing so the crucial technical ingredient is to check that for every $g, h \in G$, one has that

$$
\begin{equation*}
\eta_{g}\left(A^{\prime}\right) \cdot \eta_{h}\left(A^{\prime}\right) \subseteq \eta_{g}\left(A^{\prime}\right) \cap \eta_{h}\left(A^{\prime}\right) \tag{6.13.1}
\end{equation*}
$$

In order to prove this let $a, b \in A$, and notice that, for all $k \in G$, one has

$$
\begin{gathered}
\left.\left.\eta_{g}(\iota(a))\right|_{k} \cdot \eta_{h}(\iota(b))\right|_{k}=\left.\left.\iota(a)\right|_{g^{-1} k} \cdot \iota(b)\right|_{h^{-1} k}= \\
=\Theta_{k^{-1} g}(a) \cdot \Theta_{k^{-1} h}(b)=(\star) .
\end{gathered}
$$

This can be developed in two different ways. On the one hand

$$
\begin{aligned}
& (\star) \stackrel{(a)}{=} \Theta_{k^{-1} g}(a) 1_{k^{-1} h} \Theta_{k^{-1} h}(b) \stackrel{(a)}{=} \Theta_{k^{-1} h}\left(\Theta_{h^{-1} g}(a)\right) \cdot \Theta_{k^{-1} h}(b)= \\
& \quad=\Theta_{k^{-1} h}\left(\Theta_{h^{-1} g}(a) b\right)=\left.\iota\left(\Theta_{h^{-1} g}(a) b\right)\right|_{h^{-1} k}=\left.\eta_{h}\left(\iota\left(\Theta_{h^{-1} g}(a) b\right)\right)\right|_{k} .
\end{aligned}
$$

This shows that

$$
\eta_{g}(\iota(a)) \cdot \eta_{h}(\iota(b))=\eta_{h}\left(\iota\left(\Theta_{h^{-1} g}(a) b\right)\right) \in \eta_{h}\left(A^{\prime}\right) .
$$

On the other hand we may write

$$
\begin{aligned}
& (\star) \stackrel{(0)}{=} \Theta_{k^{-1} g}(a) 1_{k^{-1} g} \Theta_{k^{-1} h}(b) \stackrel{(a)}{=} \Theta_{k^{-1} g}(a) \cdot \Theta_{k^{-1} g}\left(\Theta_{g^{-1} h}(b)\right)= \\
& =\Theta_{k^{-1} g}\left(a \Theta_{g^{-1} h}(b)\right)=\left.\iota\left(a \Theta_{g^{-1} h}(b)\right)\right|_{g^{-1} k}=\left.\eta_{g}\left(\iota\left(a \Theta_{g^{-1} h}(b)\right)\right)\right|_{k},
\end{aligned}
$$

whence

$$
\eta_{g}(\iota(a)) \cdot \eta_{h}(\iota(b))=\eta_{g}\left(\iota\left(a \Theta_{g^{-1} h}(b)\right)\right) \in \eta_{g}\left(A^{\prime}\right),
$$



Let $B$ be the subset of $A^{G}$ defined by

$$
B=\sum_{g \in G} \eta_{g}\left(A^{\prime}\right)
$$

 over，by plugging $h=1$ in（ $\mathrm{\sigma} . \mathrm{C} . \mathrm{S}^{2}$ ）one concludes that $A^{\prime}$ is a left ideal of $B$ ，while with $g=1$ ，（ 6.$]_{\text {．}}$ ）implies that $A^{\prime}$ is a right ideal of $B$ ，so $A^{\prime}$ is a two－sided ideal．

It is clear that $B$ is invariant relative to the global action $\eta$ ，so we may restrict $\eta$ to $B$ ，obtaining another global action which，by abuse of language， we still denote by $\eta$ ．The very definition of $B$ then implies that it is the smallest $\eta$－invariant subalgebra of $A^{G}$ containing $A^{\prime}$ ，as seen in（6．⿹丁口）．

In order to complete the existence part of the proof it is now enough to check that the restriction of $\eta$ to $A^{\prime}$ is equivalent to $\theta$ ．As a first step let us verify that

$$
\begin{equation*}
\eta_{g}\left(A^{\prime}\right) \cap A^{\prime}=\iota\left(D_{g}\right) \tag{6.13.2}
\end{equation*}
$$

Given $x \in \eta_{g}\left(A^{\prime}\right) \cap A^{\prime}$ ，write $x=\iota(a)=\eta_{g}(\iota(b))$ ，for $a, b \in A$ ，and notice that

$$
a=\left.\iota(a)\right|_{1}=\left.\eta_{g}(\iota(b))\right|_{1}=\left.\iota(b)\right|_{g^{-1}}=\Theta_{g}(b) \in D_{g}
$$

so $x \in \iota\left(D_{g}\right)$ ．Conversely，if $x=\iota(a)$ ，with $a \in D_{g}$ ，let $b=\theta_{g^{-1}}(a)$ ，and notice that，for all $h \in G$ ，

$$
\begin{align*}
& \left.\eta_{g}(\iota(b))\right|_{h}=\left.\iota(b)\right|_{g^{-1} h}=\Theta_{h^{-1} g}(b)= \\
= & \Theta_{h^{-1} g}\left(\Theta_{g^{-1}}(a)\right) \stackrel{(\text { (DI) }}{=} \Theta_{h^{-1}}(a) 1_{h^{-1} g} . \tag{6.13.3}
\end{align*}
$$

Observe，however that

$$
\Theta_{h^{-1}}(a)=\theta_{h^{-1}}\left(1_{h} a\right) \in \theta_{h^{-1}}\left(D_{h} \cap D_{g}\right) \stackrel{\left(\pi^{(\Omega)}\right)}{=} D_{h^{-1}} \cap D_{h^{-1} g}
$$

so we deduce from（5． 5.3 ）that

$$
\left.\eta_{g}(\iota(b))\right|_{h}=\Theta_{h^{-1}}(a)=\left.\iota(a)\right|_{h}
$$

whence

$$
x=\iota(a)=\eta_{g}(\iota(b)) \in \eta_{g}\left(A^{\prime}\right) \cap A^{\prime}
$$

proving（6．［3．2）．
We must now prove that the restriction of each $\eta_{g}$ to $\iota\left(D_{g^{-1}}\right)$ corresponds to $\theta_{g}$ ．For this，let $a \in D_{g^{-1}}$ and observe that，for all $k$ in $G$ we have

$$
\left.\eta_{g}(\iota(a))\right|_{k}=\left.\iota(a)\right|_{g^{-1} k}=\theta_{k^{-1} g}\left(1_{g^{-1} k} a\right) \stackrel{\left(2^{2}\right)}{=} \theta_{k^{-1}}\left(\theta_{g}\left(1_{g^{-1} k} a\right)\right)=(\dagger)
$$

Notice that the argument of $\theta_{k^{-1}}$, above, may be rewritten as

$$
\begin{gathered}
\theta_{g}\left(1_{g^{-1} k} a\right)=\theta_{g}\left(1_{g^{-1} k} 1_{g^{-1}} a\right)=\theta_{g}\left(1_{g^{-1} k} 1_{g^{-1}}\right) \theta_{g}(a) \stackrel{(\square)}{=} \\
=1_{k} 1_{g} \theta_{g}(a)=1_{k} \theta_{g}(a),
\end{gathered}
$$

so

$$
(\dagger)=\theta_{k^{-1}}\left(1_{k} \theta_{g}(a)\right)=\Theta_{k^{-1}}\left(\theta_{g}(a)\right)=\left.\iota\left(\theta_{g}(a)\right)\right|_{k} .
$$

This shows that $\eta_{g}(\iota(a))=\iota\left(\theta_{g}(a)\right)$, which is to say that restriction of $\eta_{g}$ to $\iota\left(D_{g}\right)$ corresponds to $\theta_{g}$, as desired.

This takes care of existence, so let us now focus on proving uniqueness. Therefore we suppose we are given two globalizations of $\theta$, say $\eta$ and $\eta^{\prime}$, acting respectively on the algebras $B$ and $B^{\prime}$. As a first step we will prove that given $a_{1}, a_{2}, \ldots, a_{n} \in A$, and $g_{1}, g_{2}, \ldots, g_{n} \in G$, one has that

$$
\begin{equation*}
\sum_{i=1}^{n} \eta_{g_{i}}\left(a_{i}\right)=0 \Rightarrow \sum_{i=1}^{n} \eta_{g_{i}}^{\prime}\left(a_{i}\right)=0 . \tag{6.13.4}
\end{equation*}
$$

We begin by claiming that, for all $g \in G$, and all $a$ and $b$ in $A$, one has that

$$
\begin{equation*}
b \eta_{g}(a)=b \Theta_{g}(a) \tag{6.13.5}
\end{equation*}
$$

In fact observe that

$$
b \eta_{g}(a)=\eta_{g}\left(\eta_{g^{-1}}(b) a\right),
$$

so, since $A$ is an ideal in $B$, we see that

$$
b \eta_{g}(a) \in A \cap \eta_{g}(A)=D_{g} .
$$

Therefore, recalling that $\eta_{g}$ extends $\theta_{g}$, we have that

$$
b \eta_{g}(a)=b \eta_{g}(a) 1_{g}=b \eta_{g}(a) \eta_{g}\left(1_{g^{-1}}\right)=b \eta_{g}\left(a 1_{g^{-1}}\right)=b \theta_{g}\left(a 1_{g^{-1}}\right)=b \Theta_{g}(a),
$$

proving ([J].5). If we now apply this for $h^{-1} g$, where $h$ is another element of $G$, and then compute $\eta_{h}$ on both sides of the resulting expression, we obtain

$$
\begin{equation*}
\eta_{h}(b) \eta_{g}(a)=\eta_{h}\left(b \Theta_{h^{-1} g}(a)\right) . \tag{6.13.6}
\end{equation*}
$$

Therefore, under the hypothesis of ( $[\leq \sqrt{2}, 4)$, we have for all $b \in A$, and $h \in G$, that

$$
0=\eta_{h}(b) \cdot \sum_{i=1}^{n} \eta_{g_{i}}\left(a_{i}\right) \stackrel{\sum_{i=1}^{n} \eta_{h}\left(b \Theta_{h^{-1} g_{i}}\left(a_{i}\right)\right)=\eta_{h}\left(\sum_{i=1}^{n} b \Theta_{h^{-1} g_{i}}\left(a_{i}\right)\right) . . ~ . ~ . ~}{n}
$$

As a consequence we deduce that

$$
\sum_{i=1}^{n} b \Theta_{h^{-1} g_{i}}\left(a_{i}\right)=0 .
$$

 proving that $Z=0$. Employing (

$$
0=\eta_{h}^{\prime}\left(\sum_{i=1}^{n} b \Theta_{h^{-1} g_{i}}\left(a_{i}\right)\right)=\eta_{h}^{\prime}(b) \cdot \sum_{i=1}^{n} \eta_{g_{i}}^{\prime}\left(a_{i}\right)=\eta_{h}^{\prime}(b) Z .
$$

Since $B^{\prime}=\sum_{h \in G} \eta_{h}^{\prime}(A)$, this shows that $Z$ is in the annihilator ideal of $B^{\prime}$. Notice that $Z$ lies in

$$
\sum_{i=1}^{n} \eta_{g_{i}}^{\prime}(A)
$$

which is a finite sum of unital ideals of $B$, and hence itself a unital ideal by (Б. D). From this we easily see that $Z=0$, hence concluding the proof of (5]3,4).

As a most important consequence, it follows that there exists a well defined $\mathbb{K}$-linear map $\phi: B \rightarrow B^{\prime}$, such that

$$
\phi\left(\sum_{i=1}^{n} \eta_{g_{i}}\left(a_{i}\right)\right)=\sum_{i=1}^{n} \eta_{g_{i}}^{\prime}\left(a_{i}\right),
$$

for all $a_{1}, a_{2}, \ldots, a_{n} \in A$, and $g_{1}, g_{2}, \ldots, g_{n} \in G$. By reversing the implication in ( $5 .[3,4$ ), we see that $\phi$ admits an inverse, and so it is a bijection from $B$ onto $B^{\prime}$.

We leave it for the reader to prove the easy facts that $\phi$ is $G$-equivariant and restricts to the identity over $A$.

Finally, to see that $\phi$ is a homomorphism, we must prove that $\phi(x y)=$ $\phi(x) \phi(y)$, for all $x, y \in B$, but it is clearly enough to consider $x=\eta_{g}(a)$, and $y=\eta_{h}(b)$, with $g, h \in G$, and $a, b \in A$. We have

$$
\begin{aligned}
& \phi(x y)=\phi\left(\eta_{g}(a) \eta_{h}(b)\right) \stackrel{(a)}{=} \phi\left(\eta_{g}\left(a \Theta_{g^{-1} h}(b)\right)=\right. \\
& =\eta_{g}^{\prime}\left(a \Theta_{g^{-1} h}(b)\right) \stackrel{(x \leq \pi)}{=} \eta_{g}^{\prime}(a) \eta_{h}^{\prime}(b)=\phi(x) \phi(y) .
\end{aligned}
$$

With this result it is easy to produce examples of algebraic partial actions possessing no algebraic globalizations:
6.14. Example. Take any unital algebra $A$ containing a non-unital twosided ideal $J$, and consider the partial action $\theta$ of the group $\mathbb{Z}_{2}=\{0,1\}$ on $A$, defined by setting $\theta_{0}=i d_{A}$, and $\theta_{1}=i d_{J}$, so that $D_{0}=A$, and $D_{1}=J$. By $\left.(\mathbb{K}] 3\right)$, the absence of a unit in $D_{1}$ precludes the existence of a globalization for $\theta$.

Notes and remarks. Partial actions on $\mathrm{C}^{*}$-algebras were studied long before partial actions on rings and algebras. The reason for this is the fact that the
first proofs of the associativity property for $\mathrm{C}^{*}$-algebraic partial crossed products (defined later in this book) uses the existence of approximate identities, which are absent in the purely algebraic case.

Having realized this difficulty early on, I have discussed it with many colleagues in the Algebra community but it took a while before anyone was convinced of the relevance of this question. I eventually managed to attract the attention of Misha Dokuchaev, and together we were able to understand exactly what was going on [ [37]. Since then, Misha has been able to convince a host of people to study the algebraic aspects of partial actions. Unfortunately the growing body of knowledge in that direction is poorly represented in this book and it might soon deserve a book of its own.
 Abadie's previous work on enveloping actions in the realm of $\mathrm{C}^{*}$-algebras [ [ ] , which we will discuss later in this book. Further attempts were made in [6.5] and [可].

Although not covered by this work, the notion of twisted partial actions of groups on $\mathbb{K}$-algebras has also been considered [ [77], [ $[4]$, [5]].

## 7. MULTIPLIERS

The notion of multiplier algebras is a well established concept among $\mathrm{C}^{*}$ algebraists, but its purely algebraic version has not appeared too often in the specialized literature. Since multipliers are an important tool in the treatment of algebraic partial actions we have included this brief chapter to subsidize our future work. See [ $[3]$ for more details.

- Throughout this chapter we shall let $A$ be a fixed $\mathbb{K}$-algebra, sometimes assumed to be a ${ }^{*}$-algebra.
7.1. Definition. Let $L$ and $R$ be $\mathbb{K}$-linear maps from $A$ to itself. We shall say that the pair $(L, R)$ is a multiplier of $A$ if, for every $a$ and $b$ in $A$, one has that
(i) $L(a b)=L(a) b$,
(ii) $R(a b)=a R(b)$,
(iii) $R(a) b=a L(b)$.

If $A$ is a unital algebra, and if $(L, R)$ is a multiplier of $A$, notice that,

$$
R(1)=R(1) 1 \stackrel{(\sqrt{\text { (1) }})}{=} 1 L(1)=L(1)
$$

Moreover, letting $m:=R(1)=L(1)$, we have for every $a$ in $A$ that

$$
L(a)=L(1 a)=L(1) a=m a
$$

while

$$
R(a)=R(a 1)=a R(1)=a m
$$

so we see that $(L, R)=\left(L_{m}, R_{m}\right)$, where $L_{m}$ is the operator of left multiplication by $m$, and $R_{m}$ is the operator of right multiplication by $m$.
7.2. Definition. The multiplier algebra of $A$ is the set $\mathcal{M}(A)$ consisting of all multipliers $(L, R)$ of $A$. Given $(L, R)$ and $\left(L^{\prime}, R^{\prime}\right)$ in $\mathcal{M}(A)$, and $\lambda \in \mathbb{K}$, we define

$$
\begin{gathered}
\lambda(L, R)=(\lambda L, \lambda R), \\
(L, R)+\left(L^{\prime}, R^{\prime}\right)=\left(L+L^{\prime}, R+R^{\prime}\right), \\
(L, R)\left(L^{\prime}, R^{\prime}\right)=\left(L \circ L^{\prime}, R^{\prime} \circ R\right) .
\end{gathered}
$$

We leave it for the reader to prove that $\mathcal{M}(A)$ is an associative $\mathbb{K}$ algebra with the above operations. It is moreover a unital algebra with unit $\left(i d_{A}, i d_{A}\right)$.

If $A$ is a *-algebra, and $T: A \rightarrow A$ is a linear map, define a mapping $T^{*}: A \rightarrow A$ by the formula

$$
T^{*}(a)=\left(T\left(a^{*}\right)\right)^{*} .
$$

It is then easy to see that $T^{*}$ is also linear.
7.3. Proposition. If $A$ is a ${ }^{*}$-algebra then so is $\mathcal{M}(A)$, when equipped with the involution

$$
(L, R)^{*}:=\left(R^{*}, L^{*}\right), \quad \forall(L, R) \in \mathcal{M}(A) .
$$

Proof. Left for the reader.
Assuming that $A$ is an ideal in some other algebra $B$, let $m$ be a fixed element of $B$ and consider the maps

$$
L_{m}: a \in A \mapsto m a \in A, \quad \text { and } \quad R_{m}: a \in A \mapsto a m \in A .
$$

It is an easy exercise to show that the pair $\left(L_{m}, R_{m}\right)$ is a multiplier of $A$ and that the correspondence

$$
\begin{equation*}
\mu_{B}: m \in B \mapsto\left(L_{m}, R_{m}\right) \in \mathcal{M}(A), \tag{7.4}
\end{equation*}
$$

is a homomorphism.
7.5. Definition. We shall say that $A$ is an essential ideal in $B$ if the map $\mu_{B}$ mentioned above is injective.

In general the kernel of $\mu_{B}$ is the intersection of the left and right annihilators of $A$ in $B$. Therefore $A$ is an essential ideal in $B$ if and only if, for every nonzero element $a$ in $A$, there exists some $b$ in $B$ such that either $a b \neq 0$ or $b a \neq 0$.
7.6. Definition. We shall say that $A$ is a non-degenerate algebra if there is no nonzero element $a$ in $A$ such that $a b=b a=0$, for all $b$ in $A$. Equivalently, if $A$ is an essential ideal in itself.

### 7.7. Proposition.

(i) $\mu_{A}$ is an isomorphism onto $\mathcal{M}(A)$ if and only if $A$ is unital.
(ii) The range of $\mu_{A}$, henceforth denoted by $A^{\prime}$, is an ideal of $\mathcal{M}(A)$.
(iii) If $A$ is non-degenerate then $A^{\prime}$ is isomorphic to $A$.

Proof. Left for the reader.
Thus, when $A$ is an essential ideal in some algebra $B$, a situation which is only possible when $A$ is non-degenerate, we have that $B$ is isomorphic to a subalgebra of $\mathcal{M}(A)$, namely the range of $\mu_{B}$, containing $A^{\prime}$. In other words, up to isomorphism, all algebras $B$ containing $A$ as an essential ideal are to be found among the subalgebras of $\mathcal{M}(A)$ containing $A^{\prime}$.

Given two multipliers $\left(L^{1}, R^{1}\right)$ and ( $L^{2}, R^{2}$ ) in $\mathcal{M}(A)$ we shall be concerned with the validity of the formula

$$
\begin{equation*}
R^{2} L^{1} \stackrel{(?)}{=} L^{1} R^{2} . \tag{7.8}
\end{equation*}
$$

We will see that this is the crucial property governing the associativity of partial crossed products studied below.

To see the connection between associativity and property ( $\mathbb{\square}$ ) above, notice that if $A$ is an ideal in some algebra $B$, and if for all $i=1,2$ we let $\left(L^{i}, R^{i}\right)=\mu_{B}\left(m_{i}\right)$, for some $m_{i} \in B$, then for every $a$ in $A$ we have that

$$
R^{2}\left(L^{1}(a)\right)=\left(m_{1} a\right) m_{2}, \quad \text { while } \quad L^{1}\left(R^{2}(a)\right)=m_{1}\left(a m_{2}\right),
$$

so that (世.8) holds as a consequence of the associativity property of $B$.
However ( $\mathbb{\boxed { C }}$ ) may just as well fail: take $A$ to be any $\mathbb{K}$-module equipped with the trivial multiplication operation described in ( observe that any pair $(L, R)$ of linear operators on $A$ would constitute a

7.9. Proposition. If $A$ is either non-degenerate or idempotent then (L. $)$ holds for any pair of multipliers ( $L^{1}, R^{1}$ ) and $\left(L^{2}, R^{2}\right)$.
Proof. Given $a, b \in A$, we have that

$$
R^{2}\left(L^{1}(a)\right) b=L^{1}(a) L^{2}(b)=L^{1}\left(a L^{2}(b)\right)=L^{1}\left(R^{2}(a) b\right)=L^{1}\left(R^{2}(a)\right) b
$$

This shows that $R^{2}\left(L^{1}(a)\right)-L^{1}\left(R^{2}(a)\right)$ lies in the left annihilator of $A$. With a similar argument one shows that this also lies in the right annihilator of $A$. So this proves (

Next suppose we are given $a_{1}, a_{2} \in A$. Letting $a=a_{1} a_{2}$, notice that

$$
\begin{gathered}
R^{2}\left(L^{1}(a)\right)=R^{2}\left(L^{1}\left(a_{1} a_{2}\right)\right)=R^{2}\left(L^{1}\left(a_{1}\right) a_{2}\right)=L^{1}\left(a_{1}\right) R^{2}\left(a_{2}\right)= \\
=L^{1}\left(a_{1} R^{2}\left(a_{2}\right)\right)=L^{1}\left(R^{2}\left(a_{1} a_{2}\right)\right)=L^{1}\left(R^{2}(a)\right) .
\end{gathered}
$$

Assuming that $A$ is idempotent, we have that every element of $A$ is a sum of terms of the form $a_{1} a_{2}$, whence the conclusion.

## 8. CROSSED PRODUCTS

The classical notion of crossed product ${ }^{3}$ is a useful tool to construct interesting examples of algebras. Its basic ingredient is a global action $\eta$ of a group $G$ on an algebra $A$. One then defines the crossed product algebra $A \rtimes G$, sometimes also denoted $A \rtimes_{\eta} G$ when we want to make the action explicit, to consist of all finite formal linear combinations

$$
\begin{equation*}
\sum_{g \in G} a_{g} \delta_{g}, \tag{8.1}
\end{equation*}
$$

(that is $a_{g}=0$, except for finitely many $g$ 's), where the $\delta_{g}$ are seen as place markers ${ }^{4}$.

A multiplication operation on $A \rtimes G$ is then defined by

$$
\begin{equation*}
\left(a \delta_{g}\right)\left(b \delta_{h}\right)=a \eta_{g}(b) \delta_{g h}, \tag{8.2}
\end{equation*}
$$

for all $a$ and $b$ in $A$, and all $g$ and $h$ in $G$.
The intuitive idea behind the above definition of product is to think of the $\delta_{g}$ 's as invertible elements implementing the given action. A somewhat imprecise but highly enlightening calculation motivating this definition is as follows

$$
\left(a \delta_{g}\right)\left(b \delta_{h}\right)=\underbrace{a \delta_{g} b \delta_{h}}_{\begin{array}{c}
\text { eliminate } \\
\text { parentheses }
\end{array}}=a \delta_{g} b \underbrace{\delta_{g}^{-1} \delta_{g}}_{\text {insert 1 }} \delta_{h}=a \underbrace{a \delta_{g} b \delta_{g}^{-1}}_{\begin{array}{c}
\text { view as } \\
\text { conjugation }
\end{array}} \underbrace{\delta_{g} \delta_{h}}_{\begin{array}{c}
\text { apply the } \\
\text { group law }
\end{array}}=a \eta_{g}(b) \delta_{g h} .
$$

It is our intention to develop a similar construction for partial actions.

[^1]- So let us fix, for the remainder of this chapter, a group $G$, a $\mathbb{K}$-algebra $A$, and an algebraic partial action $\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ of $G$ on $A$.

Evidently the main difficulty in generalizing the above construction of the crossed product is that, should $\eta_{g}$ be a partially defined map, the term $\eta_{g}(b)$ appearing in (
8.3. Definition. The crossed product ${ }^{5}$ of the algebra $A$ by the group $G$ under the partial action $\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ is the algebra $A \rtimes G$, sometimes also denoted $A \rtimes_{\theta} G$ when we want to make $\theta$ explicit, consisting of all finite formal linear combinations

$$
\begin{equation*}
\sum_{g \in G} a_{g} \delta_{g}, \tag{8.3.1}
\end{equation*}
$$

with $a_{g} \in D_{g}$, for all $g$ in $G$. Addition and scalar multiplication are defined in the obvious way, while multiplication is determined by

$$
\begin{equation*}
\left(a \delta_{g}\right)\left(b \delta_{h}\right)=\theta_{g}\left(\theta_{g^{-1}}(a) b\right) \delta_{g h}, \tag{8.3.2}
\end{equation*}
$$

for all $g$ and $h$ in $G$, and for all $a \in D_{g}$, and $b \in D_{h}$.
Here is another imprecise but likewise enlightening calculation, this time motivating the definition of the multiplication in (

$$
\begin{gathered}
\left(a \delta_{g}\right)\left(b \delta_{h}\right)=\underbrace{a \delta_{g} b \delta_{h}}_{\begin{array}{c}
\text { eliminate } \\
\text { parentheses }
\end{array}}=\underbrace{\delta_{g} \delta_{g}^{-1}}_{\text {insert 1 }} a \delta_{g} b \underbrace{\delta_{g}^{-1} \delta_{g}}_{\text {insert 1 }} \delta_{h}=\delta_{g} \underbrace{b}_{\begin{array}{c}
\text { view as } \\
\text { conjugation }
\end{array} \delta_{g}^{-1} a \delta_{g}} b \delta_{g}^{-1} \underbrace{\delta_{g} \delta_{h}}_{\begin{array}{c}
\text { apply the } \\
\text { group law }
\end{array}}= \\
=\underbrace{\delta_{g} \theta_{g^{-1}}(a) b \delta_{g}^{-1}}_{\begin{array}{c}
\text { view again as } \\
\text { conjugation }
\end{array}} \delta_{g h}=\theta_{g}\left(\theta_{g^{-1}}(a) b\right) \delta_{g h} .
\end{gathered}
$$

Although slightly longer than ( $\boxed{\boxed{2}} \mathbf{2})$, the definition of the multiplication in (گ. Z ) has the advantage of avoiding the temptation of applying a function to elements outside its domain. In fact, on the one hand notice that since $a \in D_{g}$, the reference to $\theta_{g^{-1}}(a)$ in ( hand, since $\theta_{g^{-1}}(a)$ belongs to the ideal $D_{g^{-1}}$, we see that $\theta_{g^{-1}}(a) b$ is in $D_{g^{-1}}$ as well, so the reference to $\theta_{g}\left(\theta_{g^{-1}}(a) b\right)$ is legal too.

As a final syntactic check, recall that in (\$D), each $a_{g}$ must lie in $D_{g}$, so we need to ensure that $\theta_{g}\left(\theta_{g^{-1}}(a) b\right)$ lies in $D_{g h}$, if we are to allow it to stand besides $\delta_{g h}$. But this is also granted because

$$
\theta_{g^{-1}}(a) b \in D_{g^{-1}} \cap D_{h}
$$

[^2]
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So

$$
\theta_{g}\left(\theta_{g^{-1}}(a) b\right) \in \theta_{g}\left(D_{g^{-1}} \cap D_{h}\right) \stackrel{\left(\mathbb{D N D}^{(\mathbb{C}}\right)}{=} D_{g} \cap D_{g h}
$$

After extending the multiplication defined above to a bi-linear map on $A \rtimes G$, we must worry about the associativity property, but unfortunately it does not always hold.

In order to identify the origin of this problem let us begin with the trivial remark that $A \rtimes G$ is associative if and only if

$$
\begin{equation*}
\left(a \delta_{g} b \delta_{h}\right) c \delta_{k}=a \delta_{g}\left(b \delta_{h} c \delta_{k}\right) \tag{8.4}
\end{equation*}
$$

for all $g, h, k \in G$, and all $a \in D_{g}, b \in D_{h}$, and $c \in D_{k}$. Focusing on the left-hand-side above we have

$$
\begin{gathered}
\left(a \delta_{g} b \delta_{h}\right) c \delta_{k}=\theta_{g}\left(\theta_{g^{-1}}(a) b\right) \delta_{g h} c \delta_{k}= \\
=\theta_{g h}\left(\theta_{h^{-1} g^{-1}}\left[\theta_{g}\left(\theta_{g^{-1}}(a) b\right)\right] c\right) \delta_{g h k}=\left(\star_{1}\right) .
\end{gathered}
$$

Observe that the term within square brackets above satisfies

$$
\theta_{g}\left(\theta_{g^{-1}}(a) b\right) \in \theta_{g}\left(D_{g^{-1}} \cap D_{h}\right)=D_{g} \cap D_{g h}
$$

which is precisely the set on which (2.5.ill) yields $\theta_{h^{-1} g^{-1}}=\theta_{h^{-1}} \theta_{g^{-1}}$. Therefore we may cancel out the composition " $\theta_{g^{-1}} \theta_{g}$ ", so that

$$
\left(\star_{1}\right)=\theta_{g h}\left(\theta_{h^{-1}}\left(\theta_{g^{-1}}(a) b\right) c\right) \delta_{g h k}=\left(\star_{2}\right) .
$$

Observe also that the underlined term above satisfies

$$
\theta_{h^{-1}}\left(\theta_{g^{-1}}(a) b\right) \in \theta_{h^{-1}}\left(D_{g^{-1}} \cap D_{h}\right)=D_{h^{-1} g^{-1}} \cap D_{h^{-1}}
$$

which is where $\theta_{g h}=\theta_{g} \theta_{h}$, again according to (2.5.7그) . We thus finally obtain that

$$
\left(\star_{2}\right)=\theta_{g}\left[\theta_{h}\left(\theta_{h^{-1}}\left(\theta_{g^{-1}}(a) b\right) c\right)\right] \delta_{g h k}
$$

On the other hand, the right-hand-side of (区.4) equals

$$
a \delta_{g}\left(b \delta_{h} c \delta_{k}\right)=a \delta_{g}\left(\theta_{h}\left(\theta_{h^{-1}}(b) c\right) \delta_{h k}\right)=\theta_{g}\left[\theta_{g^{-1}}(a) \theta_{h}\left(\theta_{h^{-1}}(b) c\right)\right] \delta_{g h k}
$$



$$
\theta_{g}\left[\theta_{g^{-1}}(a) \theta_{h}\left(\theta_{h^{-1}}(b) c\right)\right]=\theta_{g}\left[\theta_{h}\left(\theta_{h^{-1}}\left(\theta_{g^{-1}}(a) b\right) c\right)\right]
$$

which is clearly the same as

$$
\theta_{g^{-1}}(a) \theta_{h}\left(\theta_{h^{-1}}(b) c\right)=\theta_{h}\left(\theta_{h^{-1}}\left(\theta_{g^{-1}}(a) b\right) c\right)
$$

Since the only occurrence of $g$ and $a$, above, is in the term $\theta_{g^{-1}}(a)$, me may substitute $a$ for $\theta_{g^{-1}}(a)$ without altering the logical content of this expression. We have therefore proven:
8.5. Lemma. $A$ necessary and sufficient condition for $A \rtimes G$ to be associative is that, for all $h \in G, b \in D_{h}$, and $a, c \in A$, one has

$$
\begin{equation*}
a \theta_{h}\left(\theta_{h^{-1}}(b) c\right)=\theta_{h}\left(\theta_{h^{-1}}(a b) c\right) . \tag{8.5.1}
\end{equation*}
$$

The above condition might still look a bit messy at first, but it may be given a clean interpretation in terms of multipliers. With this goal in mind, consider the multiplier of $D_{h}$ given by $\left(L^{1}, R^{1}\right)=\mu_{A}(a)$, as defined in ( ( $\square$ ).

There is another relevant multiplier of $D_{h}$ given as follows: initially consider the multiplier

$$
\mu_{A}(c)=\left(L_{c}, R_{c}\right) \in \mathcal{M}\left(D_{h^{-1}}\right) .
$$

Since $\theta_{h}$ is an isomorphism from $D_{h^{-1}}$ to $D_{h}$, we may transfer the above to a multiplier $\left(L^{2}, R^{2}\right) \in \mathcal{M}\left(D_{h}\right)$, by setting

$$
L^{2}=\theta_{h} L_{c} \theta_{h^{-1}}, \quad \text { and } \quad R^{2}=\theta_{h} R_{c} \theta_{h^{-1}} .
$$

Given $b \in D_{h}$, notice that

$$
\begin{equation*}
L^{1}\left(R^{2}(b)\right)=a \theta_{h}\left(\theta_{h^{-1}}(b) c\right), \quad \text { and } \quad R^{2}\left(L^{1}(b)\right)=\theta_{h}\left(\theta_{h^{-1}}(a b) c\right), \tag{8.6}
\end{equation*}
$$

so that (I...ل]) is precisely expressing the commutativity of $L^{1}$ and $R^{2}$, as discussed in (匹.

We thus arrive at the main result of this chapter:
8.7. Theorem. Given an algebraic partial action $\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ of the group $G$ on the algebra $A$, a sufficient condition for $A \rtimes G$ to be an associative algebra is that each $D_{g}$ be either non-degenerate or idempotent.


We refer the reader to [ $[2]$, Proposition 3.6] for an example of a nonassociative partial crossed product.

In virtually all of the examples of interest to us, sufficient conditions for associativity will be present, so we will not have to deal with non-associative algebras. However, the next few general results in this chapter do not need associativity, so we will temporarily be working with possibly non-associative algebras.

The following elementary fact should be noticed:
8.8. Proposition. Given an algebraic partial action $\theta$ of the group $G$ on the algebra $A$, the correspondence

$$
a \in A \mapsto a \delta_{1} \in A \rtimes G
$$

is an injective homomorphism.
We will therefore often identify $A$ with its image in $A \rtimes G$ under the above map.

Let us now briefly study crossed products by *-algebraic partial actions.
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8.9. Proposition. Given a *-algebraic partial action

$$
\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)
$$

of the group $G$ on the ${ }^{*}$-algebra $A$, let

$$
*: A \rtimes G \rightarrow A \rtimes G
$$

be the unique conjugate-linear map such that

$$
\left(a \delta_{g}\right)^{*}=\theta_{g^{-1}}\left(a^{*}\right) \delta_{g^{-1}}, \quad \forall g \in G, \quad \forall a \in D_{g}
$$

Then this operation satisfies (6.3.j-ind), so $A \rtimes G$ is a (possibly non-associative) *-algebra.

Proof. We leave the easy proofs of ( $\mathrm{G.3.1-1]}$ ) to the reader and concentrate on (G.3.iلil). We must then prove that

$$
\begin{equation*}
\left(a \delta_{g} b \delta_{h}\right)^{*}=\left(b \delta_{h}\right)^{*}\left(a \delta_{g}\right)^{*}, \quad \forall g, h \in G, \quad \forall a \in D_{g}, \quad \forall b \in D_{h} \tag{8.9.1}
\end{equation*}
$$

Observe that the left-hand-side above equals

$$
\begin{gathered}
\left(a \delta_{g} b \delta_{h}\right)^{*}=\left(\theta_{g}\left(\theta_{g^{-1}}(a) b\right) \delta_{g h}\right)^{*}= \\
=\theta_{h^{-1} g^{-1}}\left(\theta_{g}\left(b^{*} \theta_{g^{-1}}\left(a^{*}\right)\right)\right) \delta_{h^{-1} g^{-1}}=(\star) .
\end{gathered}
$$

Notice that the term between the outermost pair of parenthesis above satisfies

$$
\theta_{g}\left(b^{*} \theta_{g^{-1}}\left(a^{*}\right)\right) \in \theta_{g}\left(D_{h} \cap D_{g^{-1}}\right) \in D_{g h} \cap D_{g}
$$

where $\theta_{h^{-1} g^{-1}}$ coincides with $\theta_{h^{-1}} \theta_{g^{-1}}$, by (2.5. 1 l $)$. So

$$
(\star)=\theta_{h^{-1}}\left(b^{*} \theta_{g^{-1}}\left(a^{*}\right)\right) \delta_{h^{-1} g^{-1}} .
$$

Speaking of the right-hand-side of ( $\mathrm{\square W} . \mathrm{T}$ ), we have

$$
\begin{gathered}
\left(b \delta_{h}\right)^{*}\left(a \delta_{g}\right)^{*}=\left(\theta_{h^{-1}}\left(b^{*}\right) \delta_{h^{-1}}\right)\left(\theta_{g^{-1}}\left(a^{*}\right) \delta_{g^{-1}}\right)= \\
=\theta_{h^{-1}}\left(b^{*} \theta_{g^{-1}}\left(a^{*}\right)\right) \delta_{h^{-1} g^{-1}}
\end{gathered}
$$

which coincides with $(\star)$ hence proving ( $\left.\boxed{\sim} . \mathbb{H}_{\text {. }}\right)$. This concludes the proof.
Under the conditions of the above Proposition, it is clear that the canonical embedding of $A$ into $A \rtimes G$ described in ( 8.8$)$ is a *-homomorphism.

One of the main applications of partial actions is to the theory of graded algebras. Let us therefore formally introduce this important concept.
8.10. Definition. Let $B$ be a $\left({ }^{*}\right.$-) algebra and let $G$ be a group. By a $G$ grading of $B$ we shall mean an independent collection $\left\{B_{g}\right\}_{g \in G}$ of $\mathbb{K}$-submodules of $B$, such that $B=\bigoplus_{g \in G} B_{g}$, and

$$
B_{g} B_{h} \subseteq B_{g h}, \quad \forall g, h \in G
$$

In the *-algebra case we also require that

$$
B_{g}^{*} \subseteq B_{g^{-1}}, \quad \forall g \in G
$$

Given such a $G$-grading, we say that $B$ is a $G$-graded algebra, and each $B_{g}$ is called a grading space, or a homogeneous space.

The next result states that a partial crossed product algebra has a canonical grading. Its proof is left as an easy exercise to the reader.
8.11. Proposition. Given a (*) algebraic partial action

$$
\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)
$$

of $G$ on the ( ${ }^{*}$-) algebra $A$, let $B_{g}$ be the subset of $A \rtimes G$ given by

$$
B_{g}=D_{g} \delta_{g} .
$$

Then $\left\{B_{g}\right\}_{g \in G}$ is a $G$-grading of $A \rtimes G$.
As already claimed, partial actions will often be used to describe graded algebras. Given a graded algebra $B=\bigoplus_{g \in G} B_{g}$, the plan is to look for sufficient conditions to ensure the existence of a partial action of $G$ on ${ }^{6} B_{1}$ such that $B$ is isomorphic to $B_{1} \rtimes G$.

As an example let $M_{n}(\mathbb{K})$ denote the algebra of all $n \times n$ matrices with coefficients in $\mathbb{K}$, and consider the $\mathbb{Z}$-grading of $M_{n}(\mathbb{K})$ given by

$$
B_{k}=\operatorname{span}\left\{e_{i, j}: i-j=k\right\}, \quad \forall k \in \mathbb{Z},
$$

where the $e_{i, j}$ are the standard matrix units.

$$
\left[\begin{array}{llllll}
0 & 0 & \star & 0 & 0 & 0 \\
0 & 0 & 0 & \star & 0 & 0 \\
0 & 0 & 0 & 0 & \star & 0 \\
0 & 0 & 0 & 0 & 0 & \star \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

An illustration of $B_{-2}$ in $M_{6}(\mathbb{K})$.
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One may immediately rule out the possibility that this grading comes from a global action since $B_{k}=\{0\}$, for all $|k| \geq n$. However we will soon see that it may be effectively described as the crossed product algebra for a partial action of $\mathbb{Z}$ on $\mathbb{K}^{n}$.

Let us now discuss a few elementary functorial properties of crossed products.
8.12. Proposition. Let $G$ be a group and suppose we are given (*) algebraic partial dynamical systems

$$
\theta^{i}=\left(A^{i}, G,\left\{D_{g}^{i}\right\}_{g \in G},\left\{\theta_{g}^{i}\right\}_{g \in G}\right),
$$

for $i=1,2$. Suppose, in addition, that $\varphi: A^{1} \rightarrow A^{2}$ is a $G$-equivariant ${ }^{( }{ }^{*}$ ) homomorphism. Then there is a graded ${ }^{7}$ (*) homomorphism

$$
\psi: A^{1} \rtimes G \rightarrow A^{2} \rtimes G,
$$

such that

$$
\psi\left(a \delta_{g}\right)=\varphi(a) \delta_{g}, \quad \forall a \in D_{g}^{1}
$$

(we believe the context here is enough to determine the appropriate interpretations of the expressions " $a \delta_{g}$ " and " $\varphi(a) \delta_{g}$ ", above, so as to dispense with heavier notation such as " $a \delta_{g}^{1 "}$ " and " $\varphi(a) \delta_{g}^{2}$ ").
Proof. Left to the reader.
Injectivity and surjectivity of the induced map is discussed in the next Proposition. The proof is routine so we again leave it for the reader.
8.13. Proposition. Under the conditions of ( $\triangle \perp-2)$ one has:
(i) If $\varphi$ is injective, then so is $\psi$.
(ii) If $\varphi\left(D_{g}^{1}\right)=D_{g}^{2}$, for every $g$ in $G$, then $\psi$ is surjective.

There are some recurring calculations with elements of $A \rtimes G$ which are useful to know in advance. So, before concluding this chapter, let us collect some of these for later reference.
8.14. Proposition. In what follows, every time we write $a \delta_{g}$, it is assumed that $g$ is an arbitrary element of $G$ and $a$ is an arbitrary element of $D_{g}$, satisfying explicitly stated conditions, if any. If an expression involves a "*", we assume we are speaking of a *-algebraic partial dynamical system.

[^4]Wherever $1_{g}$ is mentioned, we tacitly assume that $D_{g}$ is unital with unit $1_{g}$. In this case recall that $\Theta_{g}$ was defined in ( 6.9 ).

$$
\begin{array}{ll}
\text { (a) } \quad\left(a \delta_{1}\right)\left(b \delta_{h}\right) & =a b \delta_{h},  \tag{a}\\
\text { (b) } \quad\left(a \delta_{g}\right)\left(b \delta_{h}\right) & =a \theta_{g}(b) \delta_{g h}, \quad \text { provided } b \in D_{g^{-1}} \cap D_{h}, \\
\text { (c) } \quad\left(\theta_{g}(a) \delta_{g}\right)\left(b \delta_{h}\right) & =\theta_{g}(a b) \delta_{g h}, \quad \text { provided } a \in D_{g^{-1}}, \\
\text { (d) } \quad\left(u \delta_{g}\right)\left(a \delta_{1}\right)\left(v \delta_{g^{-1}}\right) & =u \theta_{g}(a v) \delta_{1}, \\
\text { (e) } \quad\left(a \delta_{g}\right)^{*}\left(b \delta_{h}\right) & =\theta_{g^{-1}}\left(a^{*} b\right) \delta_{g^{-1} h}, \\
\text { (f) } \quad\left(a \delta_{g}\right)\left(b \delta_{g}\right)^{*} & =a b^{*} \delta_{1}, \\
\text { (g) } \quad\left(1_{g} \delta_{1}\right)\left(a \delta_{g}\right) & =a \delta_{g}, \\
\text { (h) } \quad\left(a \delta_{g}\right)\left(1_{g^{-1}} \delta_{1}\right) & =a \delta_{g}, \\
\text { (i) } \quad\left(1_{g} \delta_{g}\right)\left(a \delta_{1}\right)\left(1_{g^{-1}} \delta_{g^{-1}}\right) & =\theta_{g}(a) \delta_{1}, \quad \text { provided } a \in D_{g^{-1}}, \\
\text { (j) } \quad\left(a \delta_{g}\right)\left(b \delta_{h}\right) & =a \theta_{g}\left(1_{g^{-1}} b\right) \delta_{g h}=a \Theta_{g}(b) \delta_{g h} .
\end{array}
$$

Proof. Left for the reader.

Notes and remarks. Theorem (匹.7) was first proved in [ [32]. It will be used again to give a proof of the associativity of $\mathrm{C}^{*}$-algebraic partial crossed products which, unlike the original proofs, does not use approximate identities, relying only on the fact that $\mathrm{C}^{*}$-algebras are non-degenerate.

Similar results on the associativity of twisted partial crossed products can be found in [ $[7]$, Proposition 2.4] and [6] Theorem 2.4].

## 9. PARTIAL GROUP REPRESENTATIONS

Given a partial action $\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ of a group $G$ on an algebra $A$, we have seen that $A \rtimes G$ consists of elements of the form

$$
\sum_{g \in G} a_{g} \delta_{g}
$$

with $a_{g} \in D_{g}$. As already mentioned the $\delta_{g}$ appearing above are just place markers and thus have no meaning by themselves. However, in case $\theta$ is a global action and $A$ is a unital algebra, the elements

$$
v_{g}:=1 \delta_{g}, \quad \forall g \in G,
$$

make perfectly good sense and are indeed crucial in the study of skew products. In that case it is easy to see that each $v_{g}$ is an invertible element in $A \rtimes G$ and, in addition, we have that

$$
v_{g h}=v_{g} v_{h}, \quad \forall g, h \in G,
$$

so $v$ may be seen as a group representation of $G$ in $A \rtimes G$. Identifying $A$ with its canonical copy in $A \rtimes G$, we also have that

$$
v_{g} a v_{g}^{-1}=\theta_{g}(a), \quad \forall g \in G, \quad \forall a \in A,
$$

which is to say that $\theta_{g}$ coincides with the inner automorphism $A d_{v_{g}}$ on $A$.
In the case of a partial action the above definition of $v_{g}$ does not make sense, unless we assume that each $D_{g}$ is a unital ideal in which case we may redefine

$$
u_{g}:=1_{g} \delta_{g}, \quad \forall g \in G,
$$

where $1_{g}$ is the unit of $D_{g}$. With the appropriate modifications we will see that the $u_{g}$ play as important a role relative to partial action as the $v_{g}$ does in the global case.
9.1. Definition. Given a group $G$ and a unital algebra $B$, we shall say that a map

$$
u: G \rightarrow B
$$

is a partial representation of $G$ in $B$ if, for all $g$ and $h$ in $G$, one has that
(i) $u_{1}=1$,
(ii) $u_{g} u_{h} u_{h^{-1}}=u_{g h} u_{h^{-1}}$,
(iii) $u_{g^{-1}} u_{g} u_{h}=u_{g^{-1}} u_{g h}$.

If $B$ is a *-algebra and $u$ moreover satisfies
(iv) $u_{g^{-1}}=\left(u_{g}\right)^{*}$,
we will say that $u$ is a ${ }^{*}$-partial representation.
The above definition of partial group representation may be generalized to maps from $G$ to any unital semigroup (also called monoid), with or without an involution. Specializing this to the multiplicative semigroup of an algebra $B$, we evidently recover the above definition.
9.2. Given a unital *-algebra $B$, and a map $u: G \rightarrow B$ satisfying ( (LIV), notice that ( a *-partial representation, one may choose to check only one axiom among


For comparison purposes, let us recall a well known concept:
9.3. Definition. Given a group $G$ and a unital algebra $B$, we shall say that a map $v: G \rightarrow B$ is a group representation of $G$ in $B$ if, for all $g$ and $h$ in $G$, one has that
(i) $v_{1}=1$, and
(ii) $v_{g} v_{h}=v_{g h}$.

If $B$ is a ${ }^{*}$-algebra and $v$ moreover satisfies
(iii) $v_{g^{-1}}=\left(v_{g}\right)^{*}$,
we will say that $v$ is a unitary representation.
Needless to say, a (unitary) group representation is a (*) partial group representation, but we shall encounter many examples of partial representations which are not group representations.

A rule of thumb to memorize condition (ㄴ..ㄹ) , above, is to think of it as the usual axiom for a group representation, namely " $u_{g} u_{h}=u_{g h}$ ", but which is being "observed" by the term $u_{h^{-1}}$ on the right. The observer apparently does not take any part in the computation and, in case it is invertible, one could effectively cancel it out and be left with the traditional " $u_{g} u_{h}=u_{g h}$ ". A similar comment could of course be made with respect to the left-hand observer $u_{g^{-1}}$ in (

Returning to the discussion at the beginning of the present chapter, we now present an important source of examples of partial representations.
9.4. Proposition. Let $\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ be a (*-) partial action of a group $G$ on a $\left(^{*}\right.$ ) algebra $A$, such that each $D_{g}$ is unital, with unit denoted $1_{g}$. Then the map

$$
u: g \in G \mapsto 1_{g} \delta_{g} \in A \rtimes G
$$

is a (*-) partial representation.
 that, using ( $\boxed{\square}$ ) $)$ we have

$$
u_{g} u_{h}=\left(1_{g} \delta_{g}\right)\left(1_{h} \delta_{h}\right)=1_{g} \theta_{g}\left(1_{g^{-1}} 1_{h}\right) \delta_{g h}=1_{g} 1_{g h} \delta_{g h}
$$

So

$$
\begin{gathered}
u_{g^{-1}} u_{g} u_{h}=\left(1_{g^{-1}} \delta_{g^{-1}}\right)\left(1_{g} 1_{g h} \delta_{g h}\right)=1_{g^{-1}} \theta_{g^{-1}}\left(1_{g} 1_{g h}\right) \delta_{h}= \\
=1_{g^{-1}} 1_{h} \delta_{h}=(\star)
\end{gathered}
$$

On the other hand,

$$
u_{g^{-1}} u_{g h}=\left(1_{g^{-1}} \delta_{g^{-1}}\right)\left(1_{g h} \delta_{g h}\right)=1_{g^{-1}} \theta_{g^{-1}}\left(1_{g} 1_{g h}\right) \delta_{h}=1_{g^{-1}} 1_{h} \delta_{h}
$$

 along similar lines.

In the ${ }^{*}$-algebra case, observe that $1_{g}^{*}$ is also a unit for $D_{g}$ and, since an algebra has at most one unit, we must have $1_{g}^{*}=1_{g}$. Therefore

$$
\left(u_{g}\right)^{*}=\left(1_{g} \delta_{g}\right)^{*}=\theta_{g^{-1}}\left(1_{g}^{*}\right) \delta_{g^{-1}}=\theta_{g^{-1}}\left(1_{g}\right) \delta_{g^{-1}}=1_{g^{-1}} \delta_{g^{-1}}=u_{g^{-1}}
$$

proving ( Q . . LV ).
Let us now discuss another source of examples of partial representations, but let us first observe that, given an idempotent element $p$ in an algebra $B$, then $p B p$ is a unital subalgebra of $B$, with unit $p$. If $B$ is moreover a *-algebra and $p$ is self-adjoint (that is, $p^{*}=p$ ), then $p B p$ is clearly also a *-algebra.
9.5. Proposition. Let $B$ be a unital (*-) algebra, and $v$ be a (unitary) group representation of $G$ in $B$. Suppose that $p$ is a (self-adjoint) idempotent element of $B$ such that $v_{g} p v_{g^{-1}}$ commutes with $p$, for every $g$ in $G$. Then the formula

$$
u_{g}=p v_{g} p, \quad \forall g \in G
$$

defines a (*-) partial representation of $G$ in the unital (*-) algebra $p B p$.
Proof. With respect to ( 4. of $p B p$. Given $g$ and $h$ in $G$ we have

$$
\begin{aligned}
u_{g^{-1}} u_{g} u_{h} & =p v_{g^{-1}} p v_{g} p v_{h} p=p p v_{g^{-1} p v_{g}} v_{h} p= \\
& =\overline{p v_{g^{-1}} p v_{g h}} p=u_{g^{-1}} u_{g h}
\end{aligned}
$$

 we have

$$
u_{g^{-1}}=p v_{g^{-1}} p=p v_{g}^{*} p=\left(p v_{g} p\right)^{*}=\left(u_{g}\right)^{*}
$$

proving (4.L.v).

After developing the necessary tools we will come back to this construction proving that the above process may sometimes be reversed, so that certain partial representations may be dilated to unitary group representations.

Notice that a partial action may itself be viewed as a *-partial representation of $G$ in the inverse semigroup $\mathcal{I}(X)$, according to ( we will show that, conversely, partial representations have a characterization similar to the definition of partial actions given in ( L (1).
9.6. Proposition. Let $G$ be a group, $S$ be a unital inverse semigroup, and $u: G \rightarrow S$ be a map. Then $u$ is a *-partial representation ${ }^{8}$ if and only if, for all $g, h \in G$, one has that
(i) $u_{1}=1$,
(ii) $u_{g^{-1}}=\left(u_{g}\right)^{*}$,
(iii) $u_{g} u_{h} \leq u_{g h}$.

Proof. Assume conditions (i-iii) hold. Given $g$ and $h$ in $G$, we interpret (iii) from the point of view of (

$$
\begin{equation*}
u_{g} u_{h}=u_{g h} u_{h^{-1}} u_{g^{-1}} u_{g} u_{h} . \tag{9.6.1}
\end{equation*}
$$

Focusing on ( C . Cl ), we right multiply the above equation by $u_{h^{-1}}$ to obtain

$$
\begin{gather*}
u_{g} u_{h} u_{h^{-1}}=u_{g h} u_{h^{-1}} u_{g^{-1}} u_{g} u_{h} u_{h^{-1}}= \\
=u_{g h} u_{h^{-1}} u_{h} u_{h^{-1}} u_{g^{-1}} u_{g}=u_{g h} u_{h^{-1}} u_{g^{-1}} u_{g}=\ldots \tag{9.6.2}
\end{gather*}
$$

which is almost what we want, except for the extraneous term $u_{g-1} u_{g}$ on the right-hand-side. Letting $e$ denote the initial projection of $u_{g h} u_{h^{-1}}$, namely

$$
e=u_{h} u_{h^{-1} g^{-1}} u_{g h} u_{h^{-1}},
$$

we claim that

$$
\begin{equation*}
e \leq u_{g^{-1}} u_{g} . \tag{9.6.3}
\end{equation*}
$$

Should the claim be verified, we could continue from ([.6.2) as follows:

$$
\ldots=u_{g h} u_{h^{-1}} e u_{g^{-1}} u_{g}=u_{g h} u_{h^{-1}} e=u_{g h} u_{h^{-1}}
$$

thus proving the desired axiom ( $\mathrm{LCl} \mathrm{D}_{\text {I }}$ ). Unfortunately the proof we found for ( 4.6 .3$)$ ) is a bit cumbersome. It starts by applying (L.6.]) with $g h$ and $h^{-1}$ playing the roles of $g$ and $h$, respectively, producing

$$
\begin{equation*}
u_{g h} u_{h^{-1}}=u_{g} u_{h} u_{h^{-1} g^{-1}} u_{g h} u_{h^{-1}} . \tag{9.6.4}
\end{equation*}
$$

8 Here we are considering a generalized notion of partial representations, taking values in a semigroup with involution, rather than $a^{*}$-algebra, as already commented after ( $\mathbb{L}$. .
 are satisfied.

With an eye in ( 0.6 .3 ) we then compute

$$
e u_{g^{-1}} u_{g}=u_{h} u_{h^{-1} g^{-1}} u_{g h} u_{h^{-1}} u_{g^{-1}} u_{g}=\ldots
$$

Replacing $u_{h^{-1}}$ by $u_{h^{-1}} u_{h} u_{h^{-1}}$, and using the fact that idempotents in $S$ commute, the above equals

$$
\ldots=u_{h} u_{h^{-1} g^{-1}} u_{g h} u_{h^{-1}} u_{g^{-1}} u_{g} u_{h} u_{h^{-1}}=\ldots
$$

Repeating this procedure, but now replacing $u_{g h}$ by $u_{g h} u_{h^{-1} g^{-1}} u_{g h}$, we get

$$
\begin{aligned}
\ldots & =u_{h} u_{h^{-1} g^{-1}} \underbrace{u_{g h} u_{h^{-1}} u_{g^{-1}} u_{g} u_{h}}_{(9.6 .1)} u_{h^{-1} g^{-1}} u_{g h} u_{h^{-1}}= \\
& =u_{h} u_{h^{-1} g^{-1}}^{\underbrace{u_{g} u_{h}}_{(9.6 .4)} u_{h^{-1} g^{-1}} u_{g h} u_{h^{-1}}}= \\
& =u_{h} u_{h^{-1} g^{-1}} \\
& =e .
\end{aligned}
$$

This proves ( 4.6 .3 ) and, as already mentioned, (\%.]il) follows. Point (

In order to prove the converse, given that $u$ is a ${ }^{*}$-partial representation, we have, for all $g$ and $h$ in $G$, that

$$
\begin{gathered}
u_{g h} u_{h^{-1}} u_{g^{-1}} u_{g} u_{h} \stackrel{(1)}{=} u_{g} u_{h} u_{h^{-1}} u_{g^{-1}} u_{g} u_{h}= \\
=u_{g} u_{g^{-1}} u_{g} u_{h} u_{h^{-1}} u_{h}=u_{g} u_{h},
\end{gathered}
$$

proving (iii). Points (i) and (ii) are evident from the hypothesis.
Suggested by ( (4.0) we have the following important concept.
9.7. Definition. Let $G$ be a group equipped with a length function $\ell$. A partial representation $u$ of $G$ in a unital algebra $B$ is said to be semi-saturated (with respect to the given length function $\ell$ ) if

$$
\ell(g h)=\ell(g)+\ell(h) \quad \Longrightarrow \quad u_{g} u_{h}=u_{g h}, \quad \forall g, h \in G .
$$

Among the many interesting algebraic properties of partial representations we note the following:
9.8. Proposition. Let $u$ be a given (*) partial representation of a group $G$ in a unital (*) algebra B. Denoting by

$$
\begin{equation*}
e_{g}:=u_{g} u_{g^{-1}}, \tag{9.8.1}
\end{equation*}
$$

one has for every $g, h \in G$, that
(i) $u_{g} u_{g^{-1}} u_{g}=u_{g}$,
(ii) $e_{g}$ is a (self-adjoint) idempotent,
(iii) $u_{g} e_{h}=e_{g h} u_{g}$,
(iv) $e_{g} e_{h}=e_{h} e_{g}$,
(v) $u_{g} u_{h}=e_{g} u_{g h}$.
 follows immediately from (피) and the observation, in the ${ }^{*}$-algebra case, that

$$
\left(e_{g}\right)^{*}=\left(u_{g} u_{g^{-1}}\right)^{*}=\left(u_{g^{-1}}\right)^{*}\left(u_{g}\right)^{*}=u_{g} u_{g^{-1}}=e_{g}
$$

As for (iii) we have

$$
\begin{gathered}
u_{g} e_{h}=u_{g} u_{h} u_{h^{-1}} \stackrel{(\text { (INN) }}{=} u_{g h} u_{h^{-1}} \stackrel{(\mathbb{D})}{=} \\
=u_{g h} u_{(g h)^{-1}} u_{g h} u_{h^{-1}} \stackrel{(\text { (INCl) })}{=} u_{g h} u_{(g h)^{-1}} u_{g}=e_{g h} u_{g}
\end{gathered}
$$

To prove ( ( $\mathbb{\nabla}$ ) we compute

$$
e_{g} e_{h}=u_{g} u_{g^{-1}} e_{h} \stackrel{(\mathbb{O})}{=} u_{g} e_{g^{-1} h} u_{g^{-1}} \stackrel{(口)}{=} e_{g g^{-1} h} u_{g} u_{g^{-1}}=e_{h} e_{g} .
$$

We finally have

$$
u_{g} u_{h} \stackrel{(\Phi)}{=} u_{g} u_{g^{-1}} u_{g} u_{h} \stackrel{(1)}{=} e_{g} u_{g h}
$$

Even though a certain disregard for the group law is the defining feature of partial representations, sometimes the group law is duly respected:
9.9. Proposition. Let $u$ be a partial representation of the group $G$ in a unital $\mathbb{K}$-algebra $B$. Also let $h$ be a fixed element of $G$. Then the following are equivalent:
(i) $u_{h}$ is left-invertible,
(ii) $u_{h^{-1}} u_{h}=1$,
(iii) $u_{g} u_{h}=u_{g h}$, for all $g$ in $G$,
(iv) $u_{h^{-1}}$ is right-invertible,
(v) $u_{h^{-1}} u_{g}=u_{h^{-1} g}$, for all $g$ in $G$.

Proof. (i) $\Rightarrow$ (ii). Let $v$ be a left-inverse for $u_{h}$, meaning that $v u_{h}=1$. Then

$$
1=v u_{h} \stackrel{(\infty)}{=} v u_{h} u_{h^{-1}} u_{h}=u_{h^{-1}} u_{h}
$$

(ii) $\Rightarrow$ (iii). For every $g$ in $G$, we have that

$$
u_{g} u_{h}=u_{g} u_{h} u_{h^{-1}} u_{h} \stackrel{(\stackrel{1}{c})}{=} u_{g h} u_{h^{-1}} u_{h}=u_{g h} .
$$

(iii) $\Rightarrow$ (i). Plugging $g=h^{-1}$ in (iii), we have

$$
u_{g} u_{h}=u_{g h}=u_{1}=1,
$$

so $u_{g}$ is a left-inverse for $u_{h}$.
(ii) $\Rightarrow$ (v). For every $g$ in $G$, we have that

$$
u_{h^{-1}} u_{g}=u_{h^{-1}} u_{h} u_{h^{-1}} u_{g} \stackrel{(1)}{=} u_{h^{-1}} u_{h} u_{h^{-1} g}=u_{h^{-1} g} .
$$

(v) $\Rightarrow$ (iv). Taking $g=h$ in (v), we have

$$
u_{h^{-1}} u_{g}=u_{h^{-1} g}=u_{1}=1,
$$

so $u_{g}$ is a right-inverse for $u_{h^{-1}}$.
(iv) $\Rightarrow$ (ii). Let $v$ be a right-inverse for $u_{h^{-1}}$, meaning that $u_{h^{-1}} v=1$. Then

$$
1=u_{h^{-1}} v=u_{h^{-1}} u_{h} u_{h^{-1}} v=u_{h^{-1}} u_{h} .
$$

One of the most important roles played by partial representations is as part of covariant representations of algebraic partial dynamical systems, a notion to be introduced next.
9.10. Definition. By a covariant representation of a (*-) algebraic partial action

$$
\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)
$$

in a unital ( ${ }^{*}$-) algebra $B$, we shall mean a pair $(\pi, u)$, where $\pi: A \rightarrow B$ is a ${ }^{(*-}$ ) homomorphism, $u$ is a (*-) partial representation of $G$ in $B$, and,

$$
u_{g} \pi(a) u_{g^{-1}}=\pi\left(\theta_{g}(a)\right), \quad \forall g \in G, \quad \forall a \in D_{g^{-1}} .
$$

Under the assumptions of ([.4) we have seen that $u$ is a partial representation of $G$ in $A \rtimes G$. If, in addition, we denote by $\pi$ the canonical inclusion of $A$ in $A \rtimes G$, one may easily prove that the pair ( $\pi, u$ ) is a covariant representation of $\theta$ in $A \rtimes G$. In doing so, the conclusions of ( $\boxed{\square} \sqrt{ }$ ) will make this task a lot easier.

Let us now present a few easy consequences of the above definition.
9.11. Proposition. Let

$$
\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)
$$

be a ( ${ }^{*}$-) algebraic partial action of a group $G$ on a ( ${ }^{*}$-) algebra $A$. Also let $(\pi, u)$ be a covariant representation of $\theta$ in a unital ( ${ }^{*}$ ) algebra $B$, and denote by $e_{g}=u_{g} u_{g^{-1}}$, as usual. Then, for every $g$ in $G$, one has that:
(i) $\pi(a)=e_{g} \pi(a)=\pi(a) e_{g}$, for every $a \in D_{g}$,
(ii) $u_{g} \pi(a)=\pi\left(\theta_{g}(a)\right) u_{g}$, for every $a \in D_{g^{-1}}$,
(iii) the linear mapping $\pi \times u: A \rtimes G \rightarrow B$ determined by

$$
(\pi \times u)\left(a \delta_{g}\right)=\pi(a) u_{g}, \quad \forall g \in G, \quad \forall a \in D_{g}
$$

is a (*-) homomorphism.
Proof. Given $a$ in $D_{g}$, we have

$$
\begin{gathered}
e_{g} \pi(a) e_{g}=u_{g} u_{g^{-1}} \pi(a) u_{g} u_{g^{-1}}=u_{g} \pi\left(\theta_{g^{-1}}(a)\right) u_{g^{-1}}= \\
=\pi\left(\theta_{g}\left(\theta_{g^{-1}}(a)\right)\right)=\pi(a)
\end{gathered}
$$

from where one easily deduces ( ( $\mathbb{( 1 )}$. Now, if $a \in D_{g^{-1}}$, then

$$
u_{g} \pi(a) \stackrel{(叩)}{=} u_{g} \pi(a) e_{g^{-1}}=u_{g} \pi(a) u_{g^{-1}} u_{g}=\pi\left(\theta_{g}(a)\right) u_{g},
$$

proving (피). As for ( (园), we have for all $a \in D_{g}$ and $b \in D_{h}$, that

$$
\begin{gathered}
(\pi \times u)\left(a \delta_{g}\right)(\pi \times u)\left(b \delta_{h}\right)=\pi(a) u_{g} \pi(b) u_{h} \stackrel{(\mathbb{@})}{=} u_{g} \pi\left(\theta_{g^{-1}}(a)\right) \pi(b) u_{h}= \\
=u_{g} \pi\left(\theta_{g^{-1}}(a) b\right) u_{h}=\pi\left(\theta_{g}\left(\theta_{g^{-1}}(a) b\right)\right) u_{g} u_{h} \stackrel{(\boxed{\infty})}{=} \\
=\pi\left(\theta_{g}\left(\theta_{g^{-1}}(a) b\right)\right) e_{g} u_{g h} \stackrel{(\mathbb{®})}{=}(\pi \times u)\left(\theta_{g}\left(\theta_{g^{-1}}(a) b\right) \delta_{g h}\right)= \\
=(\pi \times u)\left(a \delta_{g} b \delta_{h}\right),
\end{gathered}
$$

so we see that $\pi \times u$ is multiplicative. In the $*$-algebraic case, we have

$$
\begin{aligned}
& \left((\pi \times u)\left(a \delta_{g}\right)\right)^{*}=\left(\pi(a) u_{g}\right)^{*}=u_{g}^{*} \pi(a)^{*} \stackrel{(1)}{=} u_{g^{-1}} \pi\left(a^{*}\right) u_{g} u_{g^{-1}}= \\
& =\pi\left(\theta_{g^{-1}}\left(a^{*}\right)\right) u_{g^{-1}}=(\pi \times u)\left(\theta_{g^{-1}}\left(a^{*}\right) \delta_{g^{-1}}\right)=(\pi \times u)\left(\left(a \delta_{g}\right)^{*}\right),
\end{aligned}
$$

proving that $\pi \times u$ is a ${ }^{*}$-homomorphism.

Therefore we see that covariant representations lead to representations of (simply meaning homomorphisms defined on) the partial crossed product algebra. One could then ask to what extent does every homomorphism defined on $A \rtimes G$ arise from a covariant representation. We will later see that this is always the case in the category of $\mathrm{C}^{*}$-algebras but for now we simply note that, if every $D_{g}$ is unital, then a homomorphism

$$
\phi: A \rtimes G \rightarrow B
$$

into a unital algebra $B$ gives rise to a covariant representation $(\pi, u)$ in a trivial way: set $\pi(a)=\phi\left(a \delta_{1}\right)$, and define $u_{g}=\phi\left(1_{g} \delta_{g}\right)$. One would then have for all $a$ in $D_{g}$, that

$$
(\pi \times u)\left(a \delta_{g}\right)=\pi(a) u_{g}=\phi\left(a \delta_{1}\right) \phi\left(1_{g} \delta_{g}\right)=\phi\left(a \delta_{1} 1_{g} \delta_{g}\right) \stackrel{(a-a)}{=} \phi\left(a \delta_{g}\right),
$$

hence proving that $\phi=(\pi \times u)$.
In case one is attempting to provide a concrete model for a given partial crossed product algebra, perhaps trying to prove it to be isomorphic to some well known algebra, it is useful to know when are homomorphisms defined on the crossed product injective. The following result may therefore come in handy.
9.12. Proposition. Let $B$ be a $G$-graded (*-) algebra and let ( $\pi, u$ ) be a covariant representation of a (*-) algebraic partial dynamical system

$$
\left(A, G,\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)
$$

in $B$, such that $\pi(A) \subseteq B_{1}$, and $u_{g} \in B_{g}$, for all $g \in G$. Then $\pi \times u$ is a graded homomorphisms (meaning that it takes the $G$-grading subspace $D_{g} \delta_{g}$ into $B_{g}$ ), and moreover the following are equivalent:
(i) $\pi$ is one-to-one,
(ii) $\pi \times u$ is one-to-one.

Proof. For all $a \in D_{g}$, notice that

$$
\begin{equation*}
(\pi \times u)\left(a \delta_{g}\right)=\pi\left(a_{g}\right) u_{g} \in B_{1} B_{g} \subseteq B_{g} \tag{9.12.1}
\end{equation*}
$$

so $\pi \times u$ is a graded homomorphisms, as desired.
Since the restriction of $\pi \times u$ to the canonical copy of $A$ in $A \rtimes G$ coincides with $\pi$, it is obvious that (ii) implies (i).

Conversely, assuming that (i) holds, let $a=\sum_{g \in G} a_{g} \delta_{g} \in A \rtimes G$, be in the kernel of $\pi \times u$. We then have

$$
\begin{equation*}
0=(\pi \times u)(a)=\sum_{g \in G} \pi\left(a_{g}\right) u_{g} \tag{9.12.2}
\end{equation*}
$$

Since each $\pi\left(a_{g}\right) u_{g} \in B_{g}$, by ( we deduce that $\pi\left(a_{g}\right) u_{g}=0$, for all $g$ in $G$. Recalling that the $\pi\left(a_{g}\right) \in D_{g}$, we then have

The assumed injectivity of $\pi$ then implies that all $a_{g}=0$, so $a=0$, proving that $\pi \times u$ is injective.

Notes and remarks. A first rudimentary notion of partial representations was introduced by McClanahan in [ [0] ], as part of the ingredients of covariant representations for partial dynamical systems. A refinement of this idea was subsequently presented by Quigg and Raeburn in [ [ 7 ], where the expression partial representation was coined. The current set of axioms, as described in ( $\mathbb{L}$ ), was introduced in [G] ], under the presence of an involution, and in [ [3:3], otherwise. The characterization of partial representations given in (4.6) is closely related to the original definition given by Quigg and Raeburn.

## 10. PARTIAL GROUP ALGEBRAS

Given a group $G$, one of the main reasons why one studies the classical group algebra $\mathbb{K}(G)$ is that its representation theory is equivalent to that of $G$. Having expanded the notion of group representations to include partial ones, we will now introduce the partial group algebra of $G$ whose role relative to partial representations of $G$ will be shown to parallel that of $\mathbb{K}(G)$.

- To begin, let us temporarily fix a partial representation $u$ of a given group $G$ in a unital algebra $B$. Recall from ( $2.8 . \boldsymbol{v i}$ ) that the $e_{g}$ (defined to be $u_{g} u_{g^{-1}}$ ) form a commutative set of idempotents, so the subalgebra $A$ of $B$ generated by all of the $e_{g}$ 's is a commutative algebra. Denote by $D_{g}$ the ideal of $A$ generated by each $e_{g}$, that is

$$
D_{g}=A e_{g} .
$$

Since $e_{g}$ is idempotent, we see that $D_{g}$ is a unital ideal, with $e_{g}$ playing the role of the unit. For each $g$ in $G$, let us also consider the map

$$
\theta_{g}: D_{g^{-1}} \rightarrow D_{g},
$$

defined by $\theta_{g}(a)=u_{g} a u_{g^{-1}}$, for all $a$ in $D_{g^{-1}}$.
10.1. Proposition. Under the above conditions one has that

$$
\left(A, G,\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)
$$

is an algebraic partial dynamical system.
Proof. For $a, b \in D_{g^{-1}}$, notice that

$$
\theta_{g}(a) \theta_{g}(b)=u_{g} a u_{g^{-1}} u_{g} b u_{g^{-1}}=u_{g} a e_{g^{-1}} b u_{g^{-1}}=u_{g} a b u_{g^{-1}}=\theta_{g}(a b),
$$

so $\theta$ is a homomorphism. We next need to check condition ( $\mathrm{L} . \mathrm{T}$ ), which is evident, as well as condition ( (1..لتَ). So let us be given $g$ and $h$ in $G$, and let $a$ be in the domain of $\theta_{g} \circ \theta_{h}$, which we have seen in (एँ) to be $\theta_{h}^{-1}\left(D_{h} \cap D_{g^{-1}}\right)$. This means that $a=a e_{h^{-1}}$, and also that

$$
u_{h} a u_{h^{-1}}=\theta_{h}(a)=\theta_{h}(a) e_{h} e_{g^{-1}}=u_{h} a u_{h^{-1}} e_{h} e_{g^{-1}}=
$$

$$
=u_{h} a u_{h^{-1}} e_{g^{-1}}^{(\stackrel{(\text { 区.ل10 })}{=}} u_{h} a e_{h^{-1} g^{-1}} u_{h^{-1}}=u_{h} a e_{(g h)^{-1}} u_{h^{-1}}
$$

It follows that

$$
\begin{gathered}
a=e_{h^{-1}} a e_{h^{-1}}=u_{h^{-1}} u_{h} a u_{h^{-1}} u_{h}= \\
=u_{h^{-1}} u_{h} a e_{(g h)^{-1}} u_{h^{-1}} u_{h}=a e_{(g h)^{-1}} e_{h^{-1}} \in D_{(g h)^{-1}} \cap D_{h^{-1}}
\end{gathered}
$$

so we see that $a$ lies in the domain of $\theta_{g h}$. Moreover,

$$
\theta_{g}\left(\theta_{h}(a)\right)=u_{g} u_{h} a u_{h^{-1}} u_{g^{-1}}=u_{g} u_{h} e_{h^{-1}} a e_{h^{-1}} u_{h^{-1}} u_{g^{-1}}=(\star),
$$

but

$$
u_{g} u_{h} e_{h^{-1}}=u_{g} u_{h} u_{h^{-1}} u_{h} \stackrel{(\sim)}{=} u_{g h} u_{h^{-1}} u_{h}=u_{g h} e_{h^{-1}}
$$

and similarly $e_{h^{-1}} u_{h^{-1}} u_{g^{-1}}=e_{h^{-1}} u_{(g h)^{-1}}$. Therefore

$$
(\star)=u_{g h} e_{h^{-1}} a e_{h^{-1}} u_{(g h)^{-1}}=u_{g h} a u_{(g h)^{-1}}=\theta_{g h}(a)
$$

proving that $\theta_{g} \circ \theta_{h} \subseteq \theta_{g h}$, as desired.
Denoting by $\iota$ the inclusion of $A$ in $B$, it is then evident that $(\iota, u)$ is a covariant representation of the above partial dynamical system in $B$, so we may use (

$$
\begin{equation*}
\iota \times u: A \rtimes G \rightarrow B \tag{10.2}
\end{equation*}
$$

is a homomorphism. The range of $\iota \times u$ is clearly the subalgebra $B_{0}$ of $B$ generated by the range of $u$, so $B_{0}$ is a quotient of the partial crossed product. In general we cannot assert that $B_{0}$ is isomorphic to the partial crossed product, but under certain conditions this may be guaranteed.
10.3. Theorem. Let $G$ be a group and let $B=\bigoplus_{g \in G} B_{g}$ be a unital $G$ graded algebra which is generated by the range of a partial representation $u$ of $G$, such that $u_{g} \in B_{g}$, for all $g$ in $G$. Then $B_{1}$ is commutative and there exists a partial action of $G$ on $B_{1}$ such that

$$
B \simeq B_{1} \rtimes G
$$

as graded algebras.
Proof. Let $A$ be the subalgebra of $B$ generated by the $e_{g}$. For every $g$ in $G$ one has that

$$
e_{g}=u_{g} u_{g^{-1}} \in B_{g} B_{g^{-1}} \subseteq B_{1},
$$

so $A \subseteq B_{1}$. Considering the algebraic partial dynamical system arising from $u$ as in ( is one-to-one by (ㄴㄷㄱ) . As already seen, the range of $\iota \times u$ is the algebra generated by the range of $u$, which is assumed to be $B$, whence $\iota \times u$ is also onto, thus proving that

$$
A \rtimes G \simeq B
$$

Being a surjective graded homomorphism it is then clear that $\iota \times u$ satisfies

$$
(\iota \times u)\left(D_{g} \delta_{g}\right)=B_{g}, \quad \forall g \in G,
$$

and, in particular $B_{1}=(\iota \times u)\left(A \delta_{1}\right)$. So $B_{1}$ is a commutative algebra isomorphic to $A$. We may then transfer the partial action on $A$ over to $B_{1}$ via this isomorphism, so that

$$
B_{1} \rtimes G \simeq A \rtimes G \simeq B .
$$

As an example let us return to the grading $\left\{B_{n}\right\}_{n \in \mathbb{Z}}$ of $M_{n}(\mathbb{K})$ discussed at the end of chapter ( $\mathbb{\nabla}$ ). Consider the element

$$
v=\left[\begin{array}{cccccc}
0 & 0 & 0 & \cdots & 0 & 0 \\
1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & 0
\end{array}\right] \in B_{1} \subseteq M_{n}(\mathbb{K}),
$$

and let $u: \mathbb{Z} \rightarrow M_{n}(\mathbb{K})$ be given by

$$
u_{n}=\left\{\begin{array}{cl}
v^{n}, & \text { if } n \geq 0 \\
\left(v^{*}\right)^{|n|}, & \text { if } n<0,
\end{array}\right.
$$

where $v^{*}$ refers to the transpose of $v$. It is relatively easy to check that $u$ is a partial representation of $\mathbb{Z}$ in $M_{n}(\mathbb{K})$ satisfying the conditions of ( $\left.\mathbb{N} .3\right)$ and, since $B_{0}$ is isomorphic to $\mathbb{K}^{n}$, we conclude that

$$
M_{n}(\mathbb{K}) \simeq \mathbb{K}^{n} \rtimes \mathbb{Z}
$$

The above partial action of $\mathbb{Z}$ on $\mathbb{K}^{n}$ may be shown to be precisely the semi-saturated partial action of $\mathbb{Z}$ given by ( automorphism $f$ of $\mathbb{K}^{n}$ defined by

$$
f\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n-1}, 0\right)=f\left(0, \lambda_{1}, \lambda_{2}, \ldots, \lambda_{n-1}\right)
$$

whose domain is, of course, the set of vectors in $\mathbb{K}^{n}$ with zero in the last coordinate.
10.4. Definition. Let $G$ be a group. The partial group algebra of $G$, denoted $\mathbb{K}_{\text {par }}(G)$, is the universal unital $\mathbb{K}$-algebra generated by a set of symbols $\{[g]: g \in G\}$, subject to the relations

$$
[1]=1, \quad[g][h]\left[h^{-1}\right]=[g h]\left[h^{-1}\right], \quad \text { and } \quad\left[g^{-1}\right][g][h]=\left[g^{-1}\right][g h] .
$$

for all $g$ and $h$ in $G$.
The universal property of $\mathbb{K}_{\mathrm{par}}(G)$ may be phrased as follows:
10.5. Proposition. The correspondence

$$
g \in G \mapsto[g] \in \mathbb{K}_{\mathrm{par}}(G)
$$

is a partial representation, which we will call the universal partial representation. In addition, for any partial representation $u$ of $G$ in a unital $\mathbb{K}$-algebra $B$, there exists a unique homomorphism

$$
\phi: \mathbb{K}_{\mathrm{par}}(G) \rightarrow B,
$$

such that $u_{g}=\phi([g])$, for all $g \in G$.
In case $\mathbb{K}$ is equipped with a conjugation, as in (ㄷ..), we have the following:
10.6. Proposition. For every group $G$, one has that $\mathbb{K}_{\mathrm{par}}(G)$ is a ${ }^{*}$-algebra under a unique involution satisfying

$$
[g]^{*}=\left[g^{-1}\right], \quad \forall g \in G,
$$

whence the universal partial representation is a *-representation.
Proof. Let $B=\mathbb{K}_{\mathrm{par}}(G)^{*}$, meaning the conjugate-opposite algebra, in which the multiplication operation is replaced by

$$
x \star y=y x, \quad \forall x, y \in \mathbb{K}_{\mathrm{par}}(G),
$$

and the scalar multiplication is replaced by

$$
\lambda \cdot x=\bar{\lambda} x, \quad \forall \lambda \in \mathbb{K}, \quad \forall x \in \mathbb{K}_{\mathrm{par}}(G) .
$$

One may then easily prove that the mapping

$$
u: g \in G \mapsto\left[g^{-1}\right] \in B
$$

is a partial representation, so the universal property (a) implies the existence of a homomorphism $\sigma: \mathbb{K}_{\mathrm{par}}(G) \rightarrow B$ such that $\sigma([g])=\left[g^{-1}\right]$, for all $g$ in $G$. The required involution is then defined by

$$
a^{*}:=\sigma(a), \quad \forall a \in \mathbb{K}_{\mathrm{par}}(G) .
$$

It is our next immediate goal to analyze the partial dynamical system arising from the universal partial representation of $G$, as in ( (0) . Our method will be to first construct an abstract partial dynamical system and later prove it to be the one we are looking for. In particular we will be able to describe $\mathbb{K}_{\mathrm{par}}(G)$ as a partial crossed product algebra.

The tip we will follow is that the idempotents $e_{g}=[g]\left[g^{-1}\right]$ in $\mathbb{K}_{\mathrm{par}}(G)$ are not likely to satisfy any algebraic relation other than the fact that they commute and $e_{1}=1$.
10.7. Definition. Let $A_{\text {par }}(G)$ be the universal unital $\mathbb{K}$-algebra generated by a set of symbols

$$
\mathcal{E}:=\left\{\varepsilon_{g}: g \in G\right\}
$$

subject to the relations stating that the $\varepsilon_{g}$ are commuting idempotents, and that $\varepsilon_{1}=1$.

Notice that the only ingredient of the group structure of $G$ which is relevant for the above definition is the singling out of the unit element. This definition would therefore make sense for any set with a distinguished element.

Observing that $A_{\text {par }}(G)$ is a commutative algebra, consider, for each $g \in G$, the ideal of $A_{\text {par }}(G)$ generated by $\varepsilon_{g}$, namely

$$
D_{g}=A_{\mathrm{par}}(G) \varepsilon_{g}
$$

Noticing that

$$
\mathcal{E}_{g}:=\left\{\varepsilon_{g h} \varepsilon_{g}: h \in G\right\}
$$

is a set of commuting idempotents in $D_{g}$, and that for $h=1$, the corresponding idempotent there is the unit of $D_{g}$, we may invoke the universal property of $A_{\mathrm{par}}(G)$ to conclude that there exists a homomorphism $\Theta_{g}: A_{\mathrm{par}}(G) \rightarrow D_{g}$, such that

$$
\Theta_{g}\left(\varepsilon_{h}\right)=\varepsilon_{g h} \varepsilon_{g}, \quad \forall h \in G
$$

10.8. Proposition. For each $g$ in $G$, denote by $\theta_{g}$ the restriction of $\Theta_{g}$ to $D_{g^{-1}}$. Then $\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ is a partial action of $G$ on $A_{\mathrm{par}}(G)$.
Proof. Initially observe that, for all $h \in G$, one has

$$
\theta_{g}\left(\varepsilon_{h} \varepsilon_{g^{-1}}\right)=\Theta_{g}\left(\varepsilon_{h}\right) \Theta_{g}\left(\varepsilon_{g^{-1}}\right)=\varepsilon_{g h} \varepsilon_{g} \varepsilon_{1} \varepsilon_{g}=\varepsilon_{g h} \varepsilon_{g},
$$

which the reader might want to compare with (5.8).
To see that each $\theta_{g}$ is an isomorphism, let $h \in G$, and notice that, using the calculation above, we have

$$
\theta_{g^{-1}}\left(\theta_{g}\left(\varepsilon_{h} \varepsilon_{g^{-1}}\right)\right)=\theta_{g^{-1}}\left(\varepsilon_{g h} \varepsilon_{g}\right)=\varepsilon_{h} \varepsilon_{g^{-1}}
$$

Since $D_{g^{-1}}$ is generated, as an algebra, by the set $\left\{\varepsilon_{h} \varepsilon_{g^{-1}}: h \in G\right\}$, we conclude that $\theta_{g^{-1}} \theta_{g}$ is the identity on $D_{g^{-1}}$, whence $\theta_{g^{-1}}$ is the inverse of $\theta_{g}$, showing that $\theta_{g}$ is invertible.

It is evident that $\theta_{1}$ is the identity of $A_{\text {par }}(G)$, so the statement will be
 that the domain of $\theta_{g} \theta_{h}$ is given by

$$
\begin{aligned}
& \theta_{h}^{-1}\left(D_{h} \cap D_{g^{-1}}\right)=\theta_{h^{-1}}\left(A_{\mathrm{par}}(G) \varepsilon_{h} \varepsilon_{g^{-1}}\right)= \\
& =A_{\mathrm{par}}(G) \varepsilon_{h^{-1}} \varepsilon_{h^{-1} g^{-1}}=D_{h^{-1}} \cap D_{h^{-1} g^{-1}}
\end{aligned}
$$

which we then see is a subset of the domain of $\theta_{g h}$, as needed. For any $k \in G$, we have

$$
\begin{aligned}
& \left.\theta_{g}\left(\theta_{h}\left(\varepsilon_{k} \varepsilon_{h^{-1}} \varepsilon_{h^{-1} g^{-1}}\right)\right)=\theta_{g}\left(\varepsilon_{h k} \varepsilon_{h} \varepsilon_{g^{-1}}\right)\right)= \\
& \quad=\varepsilon_{g h k} \varepsilon_{g h} \varepsilon_{g}=\theta_{g h}\left(\varepsilon_{k} \varepsilon_{h^{-1}} \varepsilon_{h^{-1} g^{-1}}\right) .
\end{aligned}
$$

Since the elements considered above generate $D_{h^{-1}} \cap D_{h^{-1} g^{-1}}$, as an algebra, we see that $\theta_{g} \theta_{h}$ coincides with $\theta_{g h}$ on the domain of the latter, so $\theta_{g} \theta_{h} \subseteq \theta_{g h}$, concluding the proof.

We may then form the crossed product $A_{\mathrm{par}}(G) \rtimes G$.
10.9. Theorem. For every group $G$, there exists an isomorphism

$$
\Phi: \mathbb{K}_{\mathrm{par}}(G) \rightarrow A_{\mathrm{par}}(G) \rtimes G,
$$

such that $\Phi([g])=\varepsilon_{g} \delta_{g}$, for all $g \in G$.
Proof. Being under the hypothesis of ([, $\mathbb{4}$ ), we have that the map

$$
g \in G \mapsto \varepsilon_{g} \delta_{g} \in A_{\mathrm{par}}(G) \rtimes G
$$

is a partial representation of $G$. By the universal property of $\mathbb{K}_{\mathrm{par}}(G)$ we then obtain a homomorphism

$$
\Phi: \mathbb{K}_{\mathrm{par}}(G) \rightarrow A_{\mathrm{par}}(G) \rtimes G,
$$

such that $\phi([g])=\varepsilon_{g} \delta_{g}$, for all $g \in G$, and it now suffices to prove that $\Phi$ is bijective.

In order to produce an inverse of $\Phi$, we will build a covariant representation $(\pi, u)$ of our partial dynamical system in $\mathbb{K}_{\text {par }}(G)$. For $\pi$ we take the homomorphism from $A_{\text {par }}(G)$ to $\mathbb{K}_{\mathrm{par}}(G)$ obtained via the universal property of the former, such that

$$
\pi\left(\varepsilon_{g}\right)=[g]\left[g^{-1}\right], \quad \forall g \in G,
$$

while, for $u$, we take the universal partial representation, namely

$$
u_{g}=[g], \quad \forall g \in G .
$$

To check that $(\pi, u)$ is in fact a covariant representation, let $g, h \in G$, and notice that

$$
\begin{aligned}
u_{g} \pi\left(\varepsilon_{h} \varepsilon_{g^{-1}}\right) u_{g^{-1}} & =[g][h]\left[h^{-1}\right]\left[g^{-1}\right] \stackrel{\left(\varepsilon^{(N)}\right)}{=}[g h]\left[(g h)^{-1}\right][g]\left[g^{-1}\right]= \\
& =\pi\left(\varepsilon_{g h} \varepsilon_{g}\right)=\pi\left(\theta_{g}\left(\varepsilon_{h} \varepsilon_{g^{-1}}\right)\right),
\end{aligned}
$$

 to $\mathbb{K}_{\mathrm{par}}(G)$, such that

$$
(\pi \times u)\left(a \delta_{g}\right)=\pi(a)[g], \quad \forall g \in G, \quad \forall a \in D_{g} .
$$

On the one hand we have, for all $g, h \in G$, that

$$
\Phi\left((\pi \times u)\left(\varepsilon_{h} \varepsilon_{g} \delta_{g}\right)\right)=\Phi\left([h]\left[h^{-1}\right][g]\right)=\left(\varepsilon_{h} \delta_{h}\right)\left(\varepsilon_{h^{-1}} \delta_{h^{-1}}\right)\left(\varepsilon_{g} \delta_{g}\right)=\varepsilon_{h} \varepsilon_{g} \delta_{g},
$$

from where we conclude that $\Phi \circ(\pi \times u)$ is the identity. On the other hand

$$
(\pi \times u)(\Phi([g]))=(\pi \times u)\left(\varepsilon_{g} \delta_{g}\right)=[g]\left[g^{-1}\right][g]=[g],
$$

so $(\pi \times u) \circ \Phi$ is also the identity, whence $\Phi$ is an isomorphism.

One may now easily verify that the partial dynamical system provided by ( one given in (

Before concluding this chapter, let us mention, without proofs, another interesting feature of the partial group algebra. Recall that if $G$ is a finite abelian group and $\mathbb{K}$ is the field of complex numbers then the classical group algebra $\mathbb{K}(G)$ is isomorphic to $\mathbb{K}^{|G|}$. In particular, the only feature of $G$ retained by its complex group algebra is the number of elements in $G$. When it comes to partial group algebras the situation is completely different.
10.10. Theorem. [[3], Corollary 4.5] Let $G$ and $H$ be two finite abelian groups and let $\mathbb{K}$ be an integral domain whose characteristic does not divide $|G|$. If the partial group algebras $\mathbb{K}_{\mathrm{par}}(G)$ and $\mathbb{K}_{\mathrm{par}}(H)$ are isomorphic, then $G$ and $H$ are isomorphic groups.

Notes and remarks. The concept of partial group algebra was introduced in [ 32, Definition 2.4]. It is the purely algebraic version of the corresponding notion of partial group $C^{*}$-algebra, previously introduced in [4] , Definition 6.4].

## 11. C*-ALGEBRAIC PARTIAL DYNAMICAL SYSTEMS

In this chapter we will adapt the construction of the partial crossed product to the category of $\mathrm{C}^{*}$-algebras. We begin with a quick review of basic concepts.
11.1. Definition. A $C^{*}$-algebra is a ${ }^{*}$-algebra $A$ over the field of complex numbers, equipped with a norm $\|\cdot\|$, with respect to which it is a Banach space, and such that for all $a$ and $b$ in $A$, one has that
(i) $\|a b\| \leq\|a\|\|b\|$,
(ii) $\left\|a^{*}\right\|=\|a\|$,
(iii) $\left\|a^{*} a\right\|=\|a\|^{2}$.

There are many references for the basic theory of C*-algebras where the


Of special relevance to us is Gelfand's Theorem [ $[\mathbb{Z} \boldsymbol{2}$, Theorem 2.1.10] which asserts that there is an equivalence between the category of locally compact Hausdorff ( $L C H$ for short) topological spaces, with proper ${ }^{9}$ continuous maps, on the one hand, and the category of abelian $\mathrm{C}^{*}$-algebras, with non-degenerate ${ }^{10}{ }^{*}$-homomorphisms, on the other hand. This equivalence is implemented by the contravariant functor

$$
X \rightsquigarrow C_{0}(X),
$$

where $C_{0}(X)$ refers to the $\mathrm{C}^{*}$-algebra formed by all continuous complex valued functions $f$ defined on $X$, vanishing ${ }^{11}$ at $\infty$.

[^5]If $X$ and $Y$ are LCH spaces then any proper continuous map $h: X \rightarrow Y$ induces a non-degenerate $*$-homomorphism

$$
\phi_{h}: f \in C_{0}(Y) \mapsto f \circ h \in C_{0}(X),
$$

and conversely, any non-degenerate ${ }^{*}$-homomorphism from $C_{0}(Y)$ to $C_{0}(X)$ is induced, as above, by a unique proper continuous map from $X$ to $Y$. Moreover, $\phi_{h}$ is an isomorphism if and only if $h$ is a homeomorphism.

Ideals (always assumed to be norm-closed and two-sided) in $\mathrm{C}^{*}$-algebras are automatically self-adjoint. Every ideal in a $\mathrm{C}^{*}$-algebra is both nondegenerate and idempotent, and hence the conclusion of ( $\mathbb{\square}$ ) holds for them.

If $X$ is a LCH space then there is a one-to-one correspondence between open subsets of $X$ and ideals of $C_{0}(X)$ given as follows: to an open set $U \subseteq X$ we attach the ideal given by

$$
C_{0}(U):=\left\{f \in C_{0}(X): f=0 \quad \text { on } X \backslash U\right\} .
$$

The reader should be aware that any open set $U \subseteq X$ may also be seen as a LCH space in itself, so this notation has a potential risk of confusion since, besides the above meaning of $C_{0}(U)$, one could also think of $C_{0}(U)$ as the set of all continuous complex valued functions defined on $U$, and vanishing at $\infty$.

However the two meanings of $C_{0}(U)$ give rise to naturally isomorphic $\mathrm{C}^{*}$ algebras, the isomorphism taking any function defined on $U$ to its extension to the whole of $X$, declared zero outside of $U$. The very slight distinction between the two interpretations of this notation will fortunately not cause us any problems.

Recall from (4) that $\mathcal{I}(X)$ denotes the inverse semigroup formed by all partial symmetries of a set $X$.
11.2. Definition. Given a C*-algebra $A$, we will say that a partial symmetry $\phi \in \mathcal{I}(A)$ is a partial automorphism of $A$, if the domain and range of $\phi$ are closed two-sided ideals of $A$, and $\phi$ is a ${ }^{*}$-isomorphism from its domain to its range. We will denote by $\operatorname{pAut}(A)$ the collection of all partial automorphisms of $A$. It is evident that $\operatorname{pAut}(A)$ is an inverse sub-semigroup of $\mathcal{I}(A)$.

Given any partial homeomorphism of a LCH space $X$, say $h: U \rightarrow V$, where $U$ and $V$ are open subsets of $X$, the map

$$
\phi_{h}: C_{0}(V) \rightarrow C_{0}(U)
$$

is a ${ }^{*}$-isomorphism between ideals of $C_{0}(X)$, and hence may be seen as a partial automorphism of $C_{0}(X)$. It follows from what was said above that the correspondence

$$
\begin{equation*}
h \in \mathrm{pHomeo}(X) \mapsto \phi_{h^{-1}} \in \operatorname{pAut}\left(C_{0}(X)\right) \tag{11.3}
\end{equation*}
$$

is a semigroup isomorphism.
11.4. Definition. A $C^{*}$-algebraic partial action of the group $G$ on the $\mathrm{C}^{*}$ algebra $A$ is a partial action $\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ on the underlying set $A$, such that each $D_{g}$ is a closed two-sided ideal of $A$, and each $\theta_{g}$ is a *isomorphism from $D_{g^{-1}}$ to $D_{g}$. By a $C^{*}$-algebraic partial dynamical system we shall mean a partial dynamical system

$$
\left(A, G,\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)
$$

where $A$ is a $\mathrm{C}^{*}$-algebra and $\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ is a $\mathrm{C}^{*}$-algebraic partial action of $G$ on $A$.

When it is understood that we are working in the category of $\mathrm{C}^{*}$-algebras and there is no chance for confusion we will drop the adjective $C^{*}$-algebraic and simply say partial action or partial dynamical system.

As an immediate consequence of ( 4.5 ) we have:
11.5. Proposition. Let $G$ be a group, $A$ be a $C^{*}$-algebra, and

$$
\theta: G \rightarrow \operatorname{pAut}(A)
$$

be a map. Then $\theta$ is a $C^{*}$-algebraic partial action of $G$ on $A$ if and only if conditions (i-iv) of (4.5) are fulfilled.

Putting together (5.3), (■..
11.6. Corollary. If $G$ is a group and $X$ is a $L C H$ space, then (ㅍ.3) induces a natural equivalence between topological partial actions of $G$ on $X$ and $C^{*}$-algebraic partial actions of $G$ on $C_{0}(X)$.

- We now fix, for the time being, a $\mathrm{C}^{*}$-algebraic partial action

$$
\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)
$$

of a group $G$ on a $C^{*}$-algebra $A$.
Since $\theta$ is in particular a ${ }^{*}$-algebraic partial action, we may apply the construction of the crossed product described in ( resulting algebra, which we will temporarily denote by

$$
A \rtimes_{\mathrm{alg}} G
$$

will most certainly not be a $\mathrm{C}^{*}$-algebra, so we will modify the construction a bit in order to stay in the category of $\mathrm{C}^{*}$-algebras. Meanwhile we observe

11.7. Definition. A $C^{*}$-seminorm on a complex ${ }^{*}$-algebra $B$ is a seminorm $p: B \rightarrow \mathbb{R}_{+}$, such that, for all $a, b \in B$, one has that
(i) $p(a b) \leq p(a) p(b)$,
(ii) $p\left(a^{*}\right)=p(a)$,
(iii) $p\left(a^{*} a\right)=p(a)^{2}$.

If $B$ is a $\mathrm{C}^{*}$-algebra and $p$ is a $\mathrm{C}^{*}$-seminorm on $B$, it is well known that

$$
\begin{equation*}
p(b) \leq\|b\| \tag{11.8}
\end{equation*}
$$

for all $b \in B$.
11.9. Proposition. Let $p$ be a $C^{*}$-seminorm on $A \rtimes_{\text {alg }} G$. Then, for every $a=\sum_{g \in G} a_{g} \delta_{g}$ in $A \rtimes_{\mathrm{alg}} G$, one has that

$$
p(a) \leq \sum_{g \in G}\left\|a_{g}\right\|
$$

Proof. Notice that $A \delta_{1}$ is isomorphic to the $\mathrm{C}^{*}$-algebra $A$, so by what was said above we have that $p\left(a \delta_{1}\right) \leq\|a\|$, for all $a \in A$. We then have that

$$
p\left(a_{g} \delta_{g}\right)^{2}=p\left(\left(a_{g} \delta_{g}\right)\left(a_{g} \delta_{g}\right)^{*}\right) \stackrel{(\mathbb{L a t )}}{=} p\left(a_{g} a_{g}^{*} \delta_{1}\right) \leq\left\|a_{g} a_{g}^{*}\right\|=\left\|a_{g}\right\|^{2}
$$

so the statement follows from the triangle inequality.

Let us therefore define a seminorm on $A \rtimes_{\text {alg }} G$, by

$$
\begin{equation*}
\|a\|_{\max }=\sup \left\{p(a): p \text { is a } \mathrm{C}^{*} \text {-seminorm on } A \rtimes_{\mathrm{alg}} G\right\} \tag{11.10}
\end{equation*}
$$

By ( $\square .4$ ) we see that $\|a\|_{\text {max }}$ is always finite and it is not hard to see that $\|\cdot\|_{\max }$ is a $\mathrm{C}^{*}$-seminorm on $A \rtimes_{\text {alg }} G$ (we will later prove that it is in fact a norm).
11.11. Definition. The $C^{*}$-algebraic crossed product of a $\mathrm{C}^{*}$-algebra $A$ by a group $G$ under a $\mathrm{C}^{*}$-algebraic partial action $\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ is the C*-algebra $A \rtimes G$ obtained by completing $A \rtimes_{\text {alg }} G$ relative to the seminorm $\|\cdot\|_{\max }$ defined above.

The process of completing a semi-normed space involves first modding out the subspace formed by all vectors of zero length. However, as already mentioned, $\|\cdot\|_{\max }$ will be shown to be a norm on $A \rtimes_{\text {alg }} G$, so the modding out part will be seen to be unnecessary.
11.12. Definition. From now on, for any $a \in D_{g}$, we will let $a \delta_{g}^{a l g}$ denote the element of $A \rtimes_{\mathrm{alg}} G$ we have so far been denoting by $a \delta_{g}$, while we will reserve the notation $a \delta_{g}$ for the canonical image of $a \delta_{g}^{a l g}$ in $A \rtimes G$.

As we will be mostly working with the $\mathrm{C}^{*}$-algebraic crossed product, the notation $a \delta_{g}^{a l g}$ will only rarely be used in the sequel.
11.13. Definition. We will denote by

$$
\iota: A \rightarrow A \rtimes G
$$

the mapping defined by $\iota(a)=a \delta_{1}$, for every $a \in A$.
As already mentioned, we will later prove that the natural map from $A \rtimes_{\text {alg }} G$ to $A \rtimes G$ is injective and consequently $\iota$ will be seen to be injective as well.

The following is a useful device in producing *-homomorphisms defined on crossed product algebras:
11.14. Proposition. Let $B$ be a $C^{*}$-algebra and let

$$
\varphi_{0}: A \rtimes_{\mathrm{alg}} G \rightarrow B
$$

be a *-homomorphism. Then there exists a unique *-homomorphism $\varphi$ from $A \rtimes G$ to $B$, such that the diagram

commutes, where the vertical arrow is the canonical mapping arising from the completion process.

Proof. It is enough to notice that $p(x):=\left\|\varphi_{0}(x)\right\|$ defines a $\mathrm{C}^{*}$-seminorm on $A \rtimes_{\text {alg }} G$, which is therefore bounded by $\|\cdot\|_{\text {max }}$. Thus $\varphi_{0}$ is continuous for the latter, and hence extends to the completion.

Notes and remarks. As already mentioned, partial actions on $\mathrm{C}^{*}$-algebras were introduced in [44] for the case of the group of integers, and in [ [ general groups. Although not covered by this book, the notion of continuous partial actions of topological groups on $\mathrm{C}^{*}$-algebras, twisted by a cocycle or otherwise, has also been considered [ [47].

## 12. PARTIAL ISOMETRIES

When working in the category of $\mathrm{C}^{*}$-algebras, we will will often consider *-partial representations

$$
\begin{equation*}
u: G \rightarrow A \tag{12.1}
\end{equation*}
$$

of a given group $G$ in a given $\mathrm{C}^{*}$-algebra $A$, according to Definition ( $\mathbb{Z}$ (1). In other words, the definition of *-partial representations given in ( $\mathbb{[ D}$ ) needs no further adaptation to the $\mathrm{C}^{*}$-algebraic case, considering that $\mathrm{C}^{*}$-algebras are special cases of *-algebras. Incidentally, many *-partial representations studied in this book will take place in $\mathscr{L}(H)$, the C*-algebra of all bounded linear operators on a Hilbert space $H$.

Given a ${ }^{*}$-partial representation $u$, as in ( L 2 D ), observe that, by ( $\mathrm{L} \mathrm{L} \boldsymbol{\mathrm { V }}$ ) and (9.8.8), one has

$$
\begin{equation*}
u_{g} u_{g}^{*} u_{g}=u_{g}, \quad \forall g \in G \tag{12.2}
\end{equation*}
$$

Elements satisfying this equation are crucial for the present work, so we shall dedicate this entire chapter to their study. We begin by giving them a well deserved name:
12.3. Definition. Let $A$ be a ${ }^{*}$-algebra.
(i) An element $s$ in $A$ is said to be a partial isometry, if $s s^{*} s=s$.
(ii) An element $p$ in $A$ is said to be a projection, if $p=p^{*}=p^{2}$.

A useful characterization of partial isometries in terms of projections is as follows:
12.4. Proposition. Let $A$ be a $C^{*}$-algebra and let $s \in A$. Then the following are equivalent:
(i) $s$ is a partial isometry,
(ii) $s^{*} s$ is a projection,
(iii) $s s^{*}$ is a projection.

Proof. The implications (i) $\Rightarrow$ (ii \& iii) are evident. On the other hand, we have

$$
\left(s s^{*} s-s\right)^{*}\left(s s^{*} s-s\right)=s^{*} s s^{*} s s^{*} s-s^{*} s s^{*} s-s^{*} s s^{*} s+s^{*} s=
$$

$$
=\left(s^{*} s\right)^{3}-2\left(s^{*} s\right)^{2}+s^{*} s
$$

Thus, if $s^{*} s$ is a projection, the above vanishes and hence

$$
\left\|s s^{*} s-s\right\|^{2}=\left\|\left(s s^{*} s-s\right)^{*}\left(s s^{*} s-s\right)\right\|=0,
$$

showing that $s s^{*} s=s$, and hence that $s$ is a partial isometry. This proves that $(\mathrm{ii}) \Rightarrow(\mathrm{i})$. The proof of $(\mathrm{iii}) \Rightarrow(\mathrm{i})$ is obtained by replacing $s$ by $s^{*}$.


$$
\|p\|^{2}=\left\|p^{*} p\right\|=\left\|p^{2}\right\|=\|p\|
$$

so, unless $p=0$, we have that $\|p\|=1$. If $s$ is a partial isometry, then $s^{*} s$ is a projection by ( $[2.4 . \operatorname{il})$, so unless $s=0$, we have

$$
\|s\|^{2}=\left\|s^{*} s\right\|=1
$$

This shows that nonzero projections, as well as nonzero partial isometries have norm exactly 1 .
12.5. Definition. Let $A$ be a $\mathrm{C}^{*}$-algebra and let $s$ be a partial isometry in $A$. Then the projections $s^{*} s$ and $s s^{*}$ are called the initial and final projections of $s$, respectively.

Given a Hilbert space $H$, it is well known that a bounded linear operator $s$ in $\mathscr{L}(H)$ is a partial isometry if and only if $s$ is isometric when restricted to the orthogonal complement of its kernel, a space which is known as the initial space of $s$. On the other hand, the range of $s$ is known as its final space. It is easy to see that the range of the initial projection of $s$ coincides with its initial space, and similarly for the final projection and the final space.

If we denote the initial space of $s$ by $H_{0}$ and its final space by $H_{1}$, then the effect of applying $s$ to a vector $\xi \in H$ consists in projecting $\xi$ orthogonally onto $H_{0}$, followed by the application of an isometric linear transformation from $H_{0}$ onto $H_{1}$ (namely the restriction of $s$ to $H_{0}$ ).

The adjoint $s^{*}$ of a partial isometry is easily seen to be a partial isometry, while the roles of the initial and final spaces of $s$ are interchanged with those of $s^{*}$.

We thus see that, given a ${ }^{*}$-partial representation $u$ of a group $G$ in a $\mathrm{C}^{*}$-algebra, each $u_{g}$ is a partial isometry and the element

$$
e_{g}=u_{g} u_{g^{-1}}=u_{g} u_{g}^{*},
$$

which has already played an important role, is nothing but the final projection of $u_{g}$. On the other hand, the initial projection of $u_{g}$ is clearly $e_{g^{-1}}$.

Let us now discuss some simple facts about partial isometries and projections in $\mathrm{C}^{*}$-algebras.
12.6. Lemma. Let $A$ be a $C^{*}$-algebra and let $p \in A$ be such that $p^{2}=p$, and $\|p\| \leq 1$. Then $p=p^{*}$.

Proof. By [回, Theorem 1.7.3] we may assume that $A$ is a closed *-subalgebra of operators on some Hilbert space $H$. In that case, notice that for every $\xi \in p(H)^{\perp}$ and every $\lambda \in \mathbb{R}$, we have

$$
|1+\lambda|\|p(\xi)\|=\|p(\xi)+\lambda p(\xi)\|=\|p(\xi+\lambda p(\xi))\| \leq\|\xi+\lambda p(\xi)\|,
$$

so, by Pythagoras Theorem,

$$
(1+\lambda)^{2}\|p(\xi)\|^{2} \leq\|\xi\|^{2}+\lambda^{2}\|p(\xi)\|^{2},
$$

which is easily seen to imply that

$$
(1+2 \lambda)\|p(\xi)\|^{2} \leq\|\xi\|^{2}
$$

and since $\lambda$ is arbitrary, we must have that $p(\xi)=0$. This says that $p$ vanishes on $p(H)^{\perp}$ and, since $p$ is the identity on $p(H)$, it must coincide with the orthogonal projection onto $p(H)$. Hence $p=p^{*}$.
12.7. Lemma. Let $p$ and $q$ be projections in a $C^{*}$-algebra $A$. Then $p q$ is idempotent if and only if $p$ and $q$ commute.

Proof. If $p q$ is idempotent, then, since $\|p q\| \leq 1$, we have, by ([2.6), that $p q=(p q)^{*}=q p$. The converse is trivial.

The product of two partial isometries is not always a partial isometry. However we have:
12.8. Proposition. Let $s$ and $t$ be partial isometries in a $C^{*}$-algebra $A$. Then st is a partial isometry if and only if $s^{*} s$ and $t t^{*}$ commute.

Proof. By definition st is a partial isometry if and only if

$$
\begin{gathered}
s t(s t)^{*} s t=s t \Leftrightarrow s t t^{*} s^{*} s t=s t \Leftrightarrow \\
\Leftrightarrow s^{*} s t t^{*} s^{*} s t t^{*}=s^{*} s t t^{*} \Leftrightarrow\left(s^{*} s t t^{*}\right)^{2}=s^{*} s t t^{*},
\end{gathered}
$$

which, by ( $L 2.7$ ), is equivalent to the commutativity of $s^{*} s$ and $t t^{*}$.
If we are given a set $S$ of partial isometries in a C ${ }^{*}$-algebra $A$, we may always consider the multiplicative semigroup $\langle S\rangle$ generated by $S$. However, as seen above, unless there is enough commutativity among range and source projections, it is likely that $\langle S\rangle$ will include elements which are not partial isometries.
12.9. Definition. A set $S$ of partial isometries in a $\mathrm{C}^{*}$-algebra $A$ is said to be tame if the multiplicative sub-semigroup of $A$ generated by $S \cup S^{*}$, henceforth denoted by $\left\langle S \cup S^{*}\right\rangle$, consists exclusively of partial isometries.

Given a tame set $S$, we then have that $\left\langle S \cup S^{*}\right\rangle$ is a multiplicative semigroup formed by partial isometries, which is easily seen to be a selfadjoint set.
12.10. Proposition. Let $\mathfrak{S}$ be a self-adjoint multiplicative sub-semigroup of a $C^{*}$-algebra consisting of partial isometries. Then $\mathfrak{S}$ is an inverse semigroup.

Proof. Given $s$ in $\mathfrak{S}$, we must prove that any element $t$ in $\mathfrak{S}$ such that $s t s=s$, and $t s t=t$, necessarily coincides $s^{*}$.

Observe that both $t s$ and st are idempotent elements with norm no bigger than 1 . So $t s$ and st are self-adjoint by ([2.6). Therefore

$$
t s=(t s)^{*}=\left(t s s^{*} s\right)^{*}=\left(s^{*} s\right)^{*}(t s)^{*}=s^{*} s t s=s^{*} s,
$$

and

$$
s t=(s t)^{*}=\left(s s^{*} s t\right)^{*}=(s t)^{*}\left(s s^{*}\right)^{*}=s t s s^{*}=s s^{*} .
$$

Hence

$$
t=t s t=t s s^{*} s t=s^{*} s s^{*} s s^{*}=s^{*} .
$$

As a consequence of the above result and our discussion just before it, we have:
12.11. Corollary. For any tame set $S$ of partial isometries in a $C^{*}$-algebra, one has that $\left\langle S \cup S^{*}\right\rangle$ is an inverse semigroup.

Recall from ( sentation always commute. This is the basis for the close relationship between tame sets of partial isometries and *-partial representations, as we shall now see.
12.12. Proposition. Let $u$ be a *-partial representation of a group $G$ in a unital $C^{*}$-algebra $A$. Then the range of $u$ is a tame set of partial isometries.
Proof. Let $s$ be an element in the multiplicative semigroup generated by the range of $u$ (which is a self-adjoint set). Thus $s=u_{g_{1}} \cdots u_{g_{n}}$, for suitable elements $g_{1}, \ldots, g_{n}$ of $G$. By induction on $n$ we then have

$$
\begin{aligned}
s s^{*} s & =u_{g_{1}} \cdots u_{g_{n-1}} e_{g_{n}} u_{g_{n-1}}^{*} \cdots u_{g_{1}}^{*} u_{g_{1}} \cdots u_{g_{n}} \stackrel{\text { (Ш8m) }}{=} \\
& =e_{g_{1} \cdots g_{n}} \underline{u_{g_{1}} \cdots u_{g_{n-1}}} \underline{u_{g_{n-1}}^{*} \cdots u_{g_{1}}^{*}} \underline{u_{g_{1}} \cdots u_{g_{n-1}}} u_{g_{n}}= \\
& =e_{g_{1} \cdots g_{n}} \underline{u_{g_{1}} \cdots u_{g_{n-1}}} u_{g_{n}}= \\
& =u_{g_{1} \cdots u_{g_{n-1}} e_{g_{n}} u_{g_{n}}}= \\
& =u_{g_{1} \cdots u_{g_{n-1}} u_{g_{n}}=} \\
& =s .
\end{aligned}
$$

So $s$ is a partial isometry.
Roughly speaking, the following result includes a converse of the previous one.
12.13. Proposition. Let $S=\left\{s_{\lambda}\right\}_{\lambda \in \Lambda}$ be a family of partial isometries in a unital $C^{*}$-algebra $A$, and denote by $\mathbb{F}$ the free group on the index set $\Lambda$. Then the following are equivalent:
(i) There exists a semi-saturated partial representation $u$ of $\mathbb{F}$ in $A$, such that $u_{\lambda}=s_{\lambda}$, for every $\lambda \in \Lambda$.
(ii) There exists a partial representation $u$ of $\mathbb{F}$ in $A$, such that $u_{\lambda}=s_{\lambda}$, for every $\lambda \in \Lambda$.
(iii) $S$ is tame.

Proof. (i) $\Rightarrow$ (ii): Obvious.
(ii) $\Rightarrow$ (iii): Follows from ( $\mathbb{L 2} \sqrt{2}$ ).
(iii) $\Rightarrow$ (i): For all $\lambda \in \Lambda$, we define $u_{\lambda}=s_{\lambda}$, and $u_{\lambda^{-1}}=s_{\lambda}^{*}$. If $g=g_{1} \cdots g_{n}$, with $g_{i} \in \Lambda \cup \Lambda^{-1}$, is in reduced form, we put

$$
u_{g}=u_{g_{1}} \cdots u_{g_{n}} .
$$

This defines a map $u: \mathbb{F} \rightarrow A$, which we claim is a semi-saturated partial representation. Adopting the usual convention that the reduced form of the unit group element of $\mathbb{F}$ is the empty string, and also that a product involving zero factors equals one, we see that $u$ satisfies ( $\square / \mathbb{L}$ ). The easy verification of ( L L V V ) is left to the reader.
 observe that the condition for semi-saturatedness, namely that $u_{g} u_{h}=u_{g h}$, whenever $g$ and $h$ satisfy $|g h|=|g|+|h|$, is evidently satisfied simply because, in this case, the reduced form $g h$ is the juxtaposition of the corresponding reduced forms of $g$ and $h$.

In order to prove ([.].]I), namely

$$
\begin{equation*}
u_{g} u_{h} u_{h^{-1}}=u_{g h} u_{h^{-1}}, \quad \forall g, h \in \mathbb{F}, \tag{12.13.1}
\end{equation*}
$$

we use induction on $|g|+|h|$. If either $|g|$ or $|h|$ is zero, there is nothing to prove. So, assuming that $|g|,|h| \geq 1$, we may write

$$
g=a \lambda, \quad \text { and } \quad h=\mu b,
$$

where $a, b \in \mathbb{F}, \lambda, \mu \in \Lambda \cup \Lambda^{-1}$ and, moreover, $|g|=|a|+1$ and $|h|=|b|+1$.
In case $\lambda^{-1} \neq \mu$, we have $|g h|=|g|+|h|$, so $u_{g h}=u_{g} u_{h}$, as seen above. If, on the other hand, $\lambda^{-1}=\mu$, we have

$$
u_{g} u_{h} u_{h^{-1}}=u_{a \lambda} u_{\lambda^{-1} b} u_{b^{-1} \lambda}=u_{a} u_{\lambda} u_{\lambda^{-1}} u_{b} u_{b^{-1}} u_{\lambda}=\cdots
$$

By (iii) and the induction hypothesis, we conclude that the above equals

$$
\begin{gathered}
\cdots=u_{a} u_{b} u_{b^{-1}} u_{\lambda} u_{\lambda}-1 u_{\lambda}=u_{a b} u_{b^{-1}} u_{\lambda}= \\
=u_{g h} u_{b^{-1} \lambda}=u_{g h} u_{h^{-1}},
\end{gathered}
$$

 (LT.Liil), so $u$ is indeed a semi-saturated partial representation and the proof is concluded.

The study of partial isometries in a C ${ }^{*}$-algebra resembles the theory of inverse semigroups in the sense that every tame set of partial isometries is contained in an inverse semigroup by ( on partial isometries lying in a single tame set, we may apply many of the tools of the theory of inverse semigroups.

This should be compared to quantum theory in the sense that, when we are working with a set of commuting self-adjoint operators, we are allowed to apply results from function theory, since our set of operators generates a commutative C*-algebra which, by Gelfand's Theorem, is necessarily of the form $C_{0}(X)$, for some locally compact Hausdorff space $X$. On the down side, if our operators do not commute, function theory becomes unavailable and we must face true quantum phenomena.

In what follows we will develop some elementary results about partial isometries in a $\mathrm{C}^{*}$-algebra which are not always explicitly required to lie in a tame set. Since wild (as opposed to tame) sets of partial isometries are very hard to handle, our guiding principle will be to stay as close as possible to the theory of inverse semigroups.

We begin with a result supporting a subsequent definition of an order relation among partial isometries. This should be compared with (4.2).
12.14. Proposition. Let $s$ and $t$ be partial isometries in a $C^{*}$-algebra $A$. Then the following are equivalent
(i) $t s^{*} s=s$,
(ii) $s s^{*} t=s$.

In this case $s^{*} s \leq t^{*} t$, and $s s^{*} \leq t t^{*}$.
Proof. Given that (i) holds, we have

$$
t s^{*} s=s=s s^{*} s=t s^{*} s\left(t s^{*} s\right)^{*} t s^{*} s=t s^{*} s t^{*} t s^{*} s
$$

Multiplying on the left by $t^{*}$ gives

$$
t^{*} t s^{*} s=t^{*} t s^{*} s t^{*} t s^{*} s
$$

so, if we let $p=t^{*} t$, and $q=s^{*} s$, we see that $p q=p q p q$, so $p q$ is idempotent. It then follows from ( $[2.2)$ that $p$ and $q$ commute. Consequently

$$
t^{*} s=t^{*} t s^{*} s=p q
$$

so $t^{*} s$ is self－adjoint，and then

$$
t^{*} s=\left(t^{*} s\right)^{*}=s^{*} t .
$$

From（i）we also deduce that

$$
s t^{*}=t s^{*} s t^{*},
$$

so $s t^{*}$ is self－adjoint as well，and hence

$$
s t^{*}=\left(s t^{*}\right)^{*}=t s^{*} .
$$

Focusing on（ii）we then have

$$
s s^{*} t \stackrel{(⿴ 囗 十)}{=} s t^{*} s \stackrel{(⿴ 囗 ⿰ 丿 ㇄)}{=} t s^{*} s \stackrel{(\mathrm{i})}{=} s .
$$

The converse is verified by applying the part that we have already proved for $s^{\prime}:=s^{*}$ and $t^{\prime}:=t^{*}$ ．

With respect to the final sentence in the statement，we have

$$
s^{*} s \stackrel{(\mathrm{i})}{=}\left(t s^{*} s\right)^{*} t s^{*} s=s^{*} s t^{*} t s^{*} s=s^{*} s t^{*} t,
$$

where the last equality is a consequence of the commutativity of $p$ and $q$ ．So $s^{*} s \leq t^{*} t$ ，and one similarly proves that $s s^{*} \leq t t^{*}$ ．

The above result should be compared with（（4．2），hence motivating the following：

12．15．Definition．Given two partial isometries $s$ and $t$ in a $\mathrm{C}^{*}$－algebra，we will say that $s$ is dominated by $t$ ，or that $s \preceq t$ ，if the equivalent conditions of（ $\quad \square \sqrt{2}$ ）are satisfied．

It is elementary to verify that＂$\preceq$＂is a reflexive and antisymmetric rela－ tion．We also have：

12．16．Proposition．The order＂$\preceq$＂defined above is transitive．
Proof．Suppose that $r, s$ and $t$ are partial isometries with $r \preceq s \preceq t$ ．Then $r=s r^{*} r$ and $s=t s^{*} s$ ．Therefore

$$
t r^{*} r=t\left(s r^{*} r\right)^{*} s r^{*} r=t r^{*} r s^{*} s r^{*} r \stackrel{(\pi)}{=} t s^{*} s r^{*} r=s r^{*} r=r .
$$

So $r \preceq t$ ．
The following provides a useful alternative characterization of the order relation＂$\preceq$＂．
12.17. Proposition. Given two partial isometries $s$ and $t$ in a $C^{*}$-algebra, the following are equivalent:
(i) $s \preceq t$,
(ii) $t s^{*}=s s^{*}$,
(iii) $s^{*} t=s^{*} s$.

Proof. (i) $\Rightarrow$ (ii):

$$
t s^{*}=t s^{*} s s^{*}=s s^{*}
$$

$(\mathrm{ii}) \Rightarrow(\mathrm{i})$ :

$$
t s^{*} s=s s^{*} s=s
$$

The proof that (i) $\Leftrightarrow$ (iii) follows along similar lines.
Let us now prove invariance of " $\preceq$ " under multiplication:
12.18. Lemma. Let $s_{1}, s_{2}, t_{1}$ and $t_{2}$ be partial isometries in a $C^{*}$-algebra, such that $s_{1} \preceq s_{2}$, and $t_{1} \preceq t_{2}$. If $s_{i}^{*} s_{i}$ commutes with $t_{i} t_{i}^{*}$, for all $i=1,2$, then $s_{1} t_{1} \preceq s_{2} t_{2}$.
Proof. Recall that each $s_{i} t_{i}$ is a partial isometry by ([2.8). We have

$$
\begin{aligned}
& s_{2} t_{2}\left(s_{1} t_{1}\right)^{*}=s_{2} t_{2} t_{1}^{*} s_{1}^{*} \stackrel{(1)}{=} s_{2} t_{1} t_{1}^{*} s_{1}^{*} s_{1} s_{1}^{*}= \\
& =s_{2} s_{1}^{*} s_{1} t_{1} t_{1}^{*} s_{1}^{*}=s_{1} t_{1} t_{1}^{*} s_{1}^{*}=s_{1} t_{1}\left(s_{1} t_{1}\right)^{*} .
\end{aligned}
$$


If a net $\left\{s_{i}\right\}_{i}$ of partial isometries on a Hilbert space strongly converges to a partial isometry $s$, then the final projections of the $s_{i}$ might not converge to the final projection of $s$. An example of this is obtained by taking $s_{n}=\left(s^{*}\right)^{n}$, where $s$ is the unilateral shift on $\ell^{2}(\mathbb{N})$. In this case the $s_{n}$ converge strongly to zero, but the final projections of the $s_{n}$ all coincide with the identity operator. On the bright side we have:
12.19. Lemma. Let $\left\{s_{i}\right\}_{i \in I}$ be an increasing net of partial isometries on a Hilbert space $H$. Then
(i) $\left\{s_{i}\right\}_{i \in I}$ strongly converges to a partial isometry $s$,
(ii) $\left\{s_{i}^{*}\right\}_{i \in I}$ strongly converges to $s^{*}$,
(iii) $\left\{s_{i}^{*} s_{i}\right\}_{i \in I}$ strongly converges to $s^{*} s$,
(iv) $\left\{s_{i} s_{i}^{*}\right\}_{i \in I}$ strongly converges to $s s^{*}$.

Proof. We will first show that

$$
\begin{equation*}
\exists \lim _{i} s_{i}(\xi), \tag{12.19.1}
\end{equation*}
$$

for all $\xi$ in $H$.

By the last sentence of $(\mathbb{L 2} \boxed{4})$ we have that the corresponding initial projections, say

$$
e_{i}=s_{i}^{*} s_{i},
$$

form an increasing net in the usual order of projections. Letting $H_{i}$ be the range of $e_{i}$, also known as the initial space of $s_{i}$, we then see that the $H_{i}$ form an increasing family of subspaces of $H$, so

$$
H_{0}:=\bigcup_{i \in I} H_{i}
$$

is a linear subspace of $H$. We will next prove ( Given such $\xi$, let $i$ be such that $\xi \in H_{i}$. Consequently, for all $j \geq i$, we have

$$
s_{j}(\xi)=s_{j} e_{i}(\xi)=s_{j} s_{i}^{*} s_{i}(\xi)=s_{i}(\xi)
$$

so we see that the net $\left\{s_{j}(\xi)\right\}_{j}$ is eventually constant, hence convergent. Observing that our net is uniformly bounded, we then have that ( $\mathbb{L 2 . 1 9 . ]}$ ) also holds for all $\xi$ in the closure of $H_{0}$. On the other hand, if $\xi \in H_{0}^{\perp}$, then $e_{i}(\xi)=0$, for all $i$, hence

$$
s_{i}(\xi)=s_{i} e_{i}(\xi)=0,
$$

so ([2.].d ) is verified for $\xi$ in $H_{0}^{\perp}$ as well, hence also for all $\xi$ in $H$. So we may define

$$
s(\xi)=\lim _{i} s_{i}(\xi), \quad \forall \xi \in H,
$$

and it is easy to see that $s$ is isometric on $\bar{H}_{0}$, while $s$ vanishes on $H_{0}^{\perp}$, so $s$ is a partial isometry. This proves (i).

The initial space of $s$ is easily seen to coincide with $\bar{H}_{0}$, whence $s^{*} s$ is the orthogonal projection onto $\bar{H}_{0}$. On the other hand, it is clear that the orthogonal projection onto $\bar{H}_{0}$ is the strong limit of the $e_{i}$, so

$$
s^{*} s=\lim _{i} e_{i}=\lim _{i} s_{i}^{*} s_{i},
$$

hence (iii) follows.
The order " $\preceq$ " being evidently invariant under conjugation, we have that $\left\{s_{i}^{*}\right\}_{i \in I}$ is an increasing net of partial isometries, hence by the above reasoning it strongly converges to some partial isometry $t$, and moreover the corresponding net of initial projections $\left\{s_{i} s_{i}^{*}\right\}_{i \in I}$ (sic) converges to $t^{*} t$.

Unfortunately the operation of conjugation is not strongly continuous, but it is well known to be weakly continuous, hence $s_{i}^{*} \xrightarrow{i \rightarrow \infty} s^{*}$ weakly. Since the weak limit is unique, we deduce that $t=s^{*}$, from where (ii) and (iv) follow.

In the following we present another important relation involving partial isometries.

12．20．Definition．Let $A$ be a $\mathrm{C}^{*}$－algebra．Given two partial isometries $s$ and $t$ in $A$ ，we will say that $s$ and $t$ are compatible，if

$$
s t^{*} t=t s^{*} s, \quad \text { and } \quad t t^{*} s=s s^{*} t
$$

If $S$ is a subset of $A$ consisting of partial isometries，we will say that $S$ is a compatible set when the elements in $S$ are pairwise compatible．

We will soon give a geometric interpretation of this concept，but let us first prove a useful result．

12．21．Proposition．Given partial isometries $s$ and $t$ in a $C^{*}$－algebra $A$ ， the following are equivalent：
（a）$s$ and $t$ are compatible，
（b）$s t^{*}$ and $s^{*} t$ are positive elements of $A$ ．
In this case one also has that
（i）the final projections $s s^{*}$ and $t t^{*}$ commute，
（ii）the initial projections $s^{*} s$ and $t^{*} t$ commute，
（iii）$s t^{*}=t s^{*}=s s^{*} t t^{*}$ ，
（iv）$s^{*} t=t^{*} s=s^{*} s t^{*} t$ ．
（v）$t s^{*} s=t t^{*} s$ ，and consequently all of the four terms involved in the defi－ nition of compatibility coincide．

Proof．Assuming that $s$ and $t$ are compatible，we have

$$
s t^{*}=s t^{*} t t^{*}=t s^{*} s t^{*} \geq 0
$$

and

$$
s^{*} t=s^{*} s s^{*} t=s^{*} t t^{*} s \geq 0
$$

proving（b）．Conversely，assuming（b），observe that，since positive elements are necessarily self－adjoint，we have

$$
s t^{*}=\left(s t^{*}\right)^{*}=t s^{*}
$$

and

$$
s^{*} t=\left(s^{*} t\right)^{*}=t^{*} s
$$

thus verifying the first identities in（iii）and（iv）．Therefore

$$
t t^{*} s s^{*} \stackrel{(\Delta)}{=} t s^{*} t s^{*} \stackrel{(\text { 因 }}{=} s t^{*} s t^{*} \stackrel{(\Delta)}{=} s s^{*} t t^{*}
$$

and

$$
t^{*} t s^{*} s \stackrel{(⿴ 囗 大)}{=} t^{*} s t^{*} s \stackrel{(\Delta ⿴)}{=} s^{*} t s^{*} t \stackrel{(⿴ 囗 大)}{=} s^{*} s t^{*} t
$$

proving（i）and（ii）．

Repeating an earlier calculation we have

$$
\left(s t^{*}\right)^{2}=s t^{*} s t^{*} \stackrel{(\boxtimes)}{=} s s^{*} t t^{*} .
$$

This implies that $\left(s t^{*}\right)^{2}$ is a projection，whose spectrum is therefore contained in $\{0,1\}$ ．By the Spectral Mapping Theorem we have

$$
\left(\sigma\left(s t^{*}\right)\right)^{2}=\sigma\left(\left(s t^{*}\right)^{2}\right) \subseteq\{0,1\},
$$

so the spectrum of $s t^{*}$ is contained in $\{-1,0,1\}$ ，but since $s t^{*}$ is assumed to be positive，its spectrum must in fact be a subset of $\{0,1\}$ ．Consequently $s t^{*}$ is a projection，and then the last identity in（iii）follows from（ $\dagger$ ）．On the other hand，

$$
\left(s^{*} t\right)^{2}=s^{*} t s^{*} t \stackrel{(\mathbb{D})}{=} s^{*} s t^{*} t,
$$

so $\left(s^{*} t\right)^{2}$ is also a projection and the same reasoning adopted above leads to the proof of the last identity in（iv）．

We may now prove the first of the two conditions in（［2：20），namely

$$
t s^{*} s \stackrel{(⿴ 囗 大)}{=} s t^{*} s \stackrel{(⿴ 囗 十)}{=} s s^{*} t=s s^{*} t t^{*} t \stackrel{(\boxtimes)}{=} s t^{*} s t^{*} t=s t^{*} t .
$$

The second condition in（ $5.2 \pi$ ）is proved in a similar way，so we deduce that $s$ and $t$ are compatible，as desired．Finally，with respect to（v），we have

$$
t s^{*} s \stackrel{(\mathrm{iii})}{=} s s^{*} t t^{*} s \stackrel{(\mathrm{i})}{=} t t^{*} s s^{*} s=t t^{*} s
$$

12．22．As promised，let us give a geometric interpretation for the notion of compatibility of partial isometries．For this let $S$ and $T$ be compatible partially isometric linear operators on a Hilbert space $H$ ．By（ $L 2.2 \mathrm{Z}$ ）we have that the initial projections of $S$ and $T$ commute，so we may decompose $H$ as an orthogonal direct sum

$$
H=K \oplus H_{S} \oplus H_{T} \oplus L
$$

such that $K \oplus H_{S}$ is the initial space of $S$ ，and $K \oplus H_{T}$ is the initial space of $T . K$ is therefore the intersection of the initial spaces of $S$ and $T$ ，and the orthogonal projection onto $K$ is thus the product of the initial projections of $S$ and $T$ ，namely $S^{*} S T^{*} T$ ．If $k$ is a vector in $K$ we then have that

$$
S(k)=S T^{*} T(k) \stackrel{( }{=} T S^{*} S(k)=T(k),
$$

so $S=T$ on $K$ ．We may then define an operator $S \vee T$ on $H$ by

$$
\begin{aligned}
(S \vee T)\left(k, x_{S}, x_{T}, l\right) & =S(k)+S\left(x_{S}\right)+T\left(x_{T}\right) \\
& =T(k)+S\left(x_{S}\right)+T\left(x_{T}\right),
\end{aligned}
$$

for all $k$ in $K, x_{S}$ in $H_{S}, x_{T}$ in $H_{T}$ ，and $l$ in $L$ ，and it may be proved that $S \vee T$ is a partial isometry which coincides with $S$ on the initial space of $S$ ， and with $T$ on the initial space of $T$ ．

In our next result we will generalize this idea for partial isometries in any $\mathrm{C}^{*}$－algebra．
12.23. Proposition. Let $A$ be a $C^{*}$-algebra and let $s$ and $t$ be partial isometries in $A$. Then the following are equivalent
(a) $s$ and $t$ are compatible
(b) $s^{*} s$ and $t^{*} t$ commute, $s s^{*}$ and $t t^{*}$ commute, and there exists a partial isometry dominating both $s$ and $t$.

In this case, defining

$$
\begin{aligned}
u & =s+t-s t^{*} t \\
& =s+t-t s^{*} s,
\end{aligned}
$$

we have that $u$ is a partial isometry such that:
(i) $s \preceq u$, and $t \preceq u$,
(ii) if $v$ is a partial isometry such that $s \preceq v$, and $t \preceq v$, then $u \preceq v$,
(iii) the initial projection of $u$ coincides with ${ }^{12} s^{*} s \vee t^{*} t$,
(iv) the final projection of $u$ coincides with $s s^{*} \vee t t^{*}$.

Proof. Supposing that $s$ and $t$ are compatible, we compute

$$
\begin{align*}
& \quad u^{*} u=\left(s^{*}+t^{*}-t^{*} t s^{*}\right)\left(s+t-s t^{*} t\right)= \\
& =s^{*} s+s^{*} t-s^{*} s t^{*} t+t^{*} s+t^{*} t-t^{*} s t^{*} t-t^{*} t s^{*} s-t^{*} t s^{*} t+t^{*} t s^{*} s t^{*} t= \\
& =s^{*} s+s^{*} t-s^{*} s t^{*} t+t^{*} s+t^{*} t-s^{*} t t^{*} t \\
& =s^{*} s \quad-t^{*} t t^{*} s \\
&  \tag{12.23.1}\\
& \\
&
\end{align*}
$$

where we have used ( $\left[2.27\right.$ ) to conclude that $s^{*} s$ and $t^{*} t$ commute. This proves that $u^{*} u$ is a projection, and by ([2.4) we deduce that $u$ is a partial isometry. This also proves (iii), and the proof of (iv) is done along similar lines. In order to prove (i) we compute

$$
u s^{*} s=\left(s+t-t s^{*} s\right) s^{*} s=s s^{*} s+t s^{*} s-t s^{*} s=s
$$

while

$$
u t^{*} t=\left(s+t-s t^{*} t\right) t^{*} t=s t^{*} t+t t^{*} t-s t^{*} t=t,
$$

so $s, t \preceq u$. Notice that this also proves that (a) $\Rightarrow$ (b).
Next suppose that $v$ is a partial isometry dominating $s$ and $t$. Then

$$
v u^{*} u \stackrel{(\text { (102020) })}{=} v\left(s^{*} s \vee t^{*} t\right)=v s^{*} s+v t^{*} t-v s^{*} s t^{*} t=s+t-s t^{*} t=u,
$$

[^6]so $u \preceq v$, taking care of (ii).
In order to prove that $(\mathrm{b}) \Rightarrow(\mathrm{a})$, assume that the commutativity conditions in (b) hold, and let $v$ be a partial isometry dominating both $s$ and $t$. Then
$$
s t^{*} t=u s^{*} s t^{*} t=u t^{*} t s^{*} s=t s^{*} s
$$
while
$$
t t^{*} s=t t^{*} s s^{*} v=s s^{*} t t^{*} v=s s^{*} t
$$

The result above shows that, when two partial isometries are compatible, their least upper bound exists. This motivates and justifies the introduction of the following notation:
12.24. Definition. Given a set $S$ of partial isometries in a $\mathrm{C}^{*}$-algebra $A$, suppose that there exists a partial isometry $u$ that dominates every element of $S$, and such that $u \preceq v$, for every other partial isometry $v$ dominating all elements of $S$. Observing that such a $u$ is necessarily unique, we denote it by $\vee S$. If $S$ is a two-element set, say $S=\{s, t\}$, and $\vee S$ exists, we also denote $\vee S$ by $s \vee t$.

Of course this is nothing but the usual notion of least upper bounds, meaningful in any ordered set. We have spelled it out just for emphasis.

Given two compatible partial isometries $s$ and $t$ in a $\mathrm{C}^{*}$-algebra $A$, observe that ([2.2.3) implies that $s \vee t$ exists, and moreover

$$
\begin{aligned}
s \vee t & =s+t-s t^{*} t \\
& =s+t-t s^{*} s
\end{aligned}
$$

Projections being special cases of partial isometries, the above notions may also be applied to the former. Given two projections $p$ and $q$ in a $\mathrm{C}^{*}$ algebra, notice that $p \leq q$ if and only if $p \preceq q$. Also, $p$ and $q$ are compatible if and only if they commute. In this case the two meanings of the expression $p \vee q$ so far defined are easily seen to coincide.

Here is a sort of a distributivity property mixing compatibility of partial isometries and the notion of least upper bounds just mentioned:
12.25. Proposition. Let $r, s$ and $t$ be compatible partial isometries in a $C^{*}$-algebra. Then $r$ is compatible with $s \vee t$.
Proof. We have

$$
\begin{aligned}
& r(s \vee t)^{*}(s \vee t) \stackrel{(\sqrt{2})}{=} r\left(s^{*} s \vee t^{*} t\right)=r s^{*} s+r t^{*} t-r s^{*} s t^{*} t= \\
& \quad=s r^{*} r+t r^{*} r-s r^{*} r t^{*} t=\left(s+t-s t^{*} t\right) r^{*} r=(s \vee t) r^{*} r
\end{aligned}
$$

On the other hand

$$
\begin{gathered}
(s \vee t)(s \vee t)^{*} r \stackrel{\left(\mathbb{2} 2 \mathrm{~m}^{2}\right)}{=}\left(s s^{*} \vee t t^{*}\right) r=s s^{*} r+t t^{*} r-s s^{*} t t^{*} r= \\
=r r^{*} s+r r^{*} t-s s^{*} r r^{*} t=r r^{*}\left(s+t-s s^{*} t\right)=r r^{*}\left(s+t-s t^{*} s\right)= \\
=r r^{*}\left(s+t-t s^{*} s\right)=r r^{*}(s \vee t)
\end{gathered}
$$

12.26. Proposition. Let $S$ be a compatible set of partial isometries in a $C^{*}$-algebra $A$. In addition we assume that either $A$ is a von Neumann algebra, or that $S$ is finite. Then
(i) $\vee S$ exists,
(ii) the initial (resp. final) projection of $\vee S$ coincides with the least upper bound of the initial (resp. final) projections of the members of $S$,
(iii) every partial isometry in $A$ which is compatible with the members of $S$, is also compatible with $\vee S$.

Proof. Let us first deal with the case of a finite $S$, and so we assume that $S=\left\{s_{1}, s_{2}, \ldots, s_{n}\right\}$. Our proof will be by induction on $n$.

In case $n=0$, then $S$ is the empty set and $\vee S=0$. If $n=1$, then $\vee S=s_{1}$, and in both cases (ii-iii) hold trivially.

In case $n=2$, both the existence of $\vee S$ and (ii) follow from ( $ए 2.23$ ), while (iii) follows from ( $\mathrm{LL2} \mathrm{Z}$ ).

Assuming now that $n>2$, let

$$
S^{\prime}=\left\{s_{1}, s_{2}, \ldots, s_{n-1}\right\} .
$$

By the induction hypothesis we have that $\vee S^{\prime}$ exists, and it is compatible with every partial isometry $r$, which in turn is compatible with the members of $S^{\prime}$. This evidently includes $s_{n}$. We then apply the already verified case $n=2$ to the set

$$
S^{\prime \prime}=\left\{\vee S^{\prime}, s_{n}\right\}
$$

It is then elementary to prove that

$$
\vee S^{\prime \prime}=\left(\vee S^{\prime}\right) \vee s_{n}=\vee S
$$

By induction we have that

$$
\left(\vee S^{\prime}\right)^{*}\left(\vee S^{\prime}\right)=\vee\left\{s^{*} s: s \in S^{\prime}\right\}
$$

and

$$
\left(\vee S^{\prime}\right)\left(\vee S^{\prime}\right)^{*}=\vee\left\{s s^{*}: s \in S^{\prime}\right\}
$$

so (ii) follows from ( 12.23 iiiixiv)
If the partial isometry $r$ is compatible with all of the members of $S$, then it is also compatible with $\vee S^{\prime}$, by induction, and obviously also with $s_{n}$. Hence $r$ is compatible with $\vee S$ by ( $[2.20 .4$ ).

We next tackle the case that $S$ is infinite, assuming that $A$ is a von Neumann algebra of operators on a Hilbert space $H$. For each finite set $F \subseteq S$, let us denote by

$$
s_{F}=\vee F .
$$

We may then view $\left\{s_{F}\right\}_{F}$ as an increasing net, indexed by the set of all finite subsets of $S$, ordered by inclusion. By ( $52 \mathbb{1}$ ) the strong limit of this net exists, and we shall denote it by $u$.

Given $s \in S$, and a finite set $F \subseteq S$, with $s \in F$, we have that $s \preceq s_{F}$, whence, for all $\xi$ in $H$, we have

$$
s(\xi)=s_{F} s^{*} s(\xi) .
$$

Taking the limit as $F \rightarrow \infty$, we deduce that $s(\xi)=u s^{*} s(\xi)$, so $s \preceq u$, hence $u$ is an upper bound for $S$.

In order to prove that $u$ is in fact the least upper bound, let $v$ be an upper bound for $S$. In particular $v$ is also an upper bound for all finite $F \subseteq S$, whence $s_{F} \preceq v$, which is to say that for all $\xi$ in $H$ one has

$$
s_{F}(\xi)=v s_{F}^{*} s_{F}(\xi) .
$$

Taking the limit as $F \rightarrow \infty$, we have

$$
u(\xi)=\lim _{F} s_{F}(\xi)=\lim _{F} v s_{F}^{*} s_{f}(\xi) \stackrel{(\text { (rave })}{=} v u^{*} u(\xi),
$$

so $u \preceq v$.
Point (ii) follows easily from the first part of the proof and ( 1219 iiikriv). With respect to (iii), if the partial isometry $r$ is compatible with all of the members of $S$, then $r$ is compatible with $s_{F}$, for all finite $F \subseteq S$, by the first part of the proof. Thus

$$
s_{F} r^{*} r=r s_{F}^{*} s_{F}, \quad \text { and } \quad r r^{*} s_{F}=s_{F} s_{F}^{*} r .
$$

Again taking the limit as $F \rightarrow \infty$, we deduce from (एँ円) that

$$
u r^{*} r=r u^{*} u, \quad \text { and } \quad r r^{*} u=u u^{*} r,
$$

so $u$ is compatible with $r$.
While the ideas of the above proof are still hot, let us observe that we have also proven:
12.27. Proposition. Let $S$ be a compatible set of partial isometries in a von Neumann algebra $A$. Then $\vee S$ is the strong limit of the net $\{\vee F\}_{F}$, where $F$ ranges in the directed set consisting of all finite subsets of $S$.
12.28. Proposition. Let $A$ be a $C^{*}$-algebra (resp. von-Neumann algebra) and let $S$ and $T$ be compatible sets of partial isometries in $A$ such that $s^{*} s$ commutes with $t t^{*}$ for every $s$ in $S$, and every $t$ in $T$. In the $C^{*}$-case we moreover assume that $S$ and $T$ are finite. Then

$$
S T:=\{s t: s \in S, t \in T\}
$$

is a compatible set of partial isometries and

$$
\vee(S T)=(\vee S)(\vee T)
$$

Proof. That $S T$ consists of partial isometries is a consequence of ([2. $\mathbb{L}$ ).
We will next prove that $S T$ is a compatible set. For this choose any pair of elements in $S T$, say $s_{1} t_{1}$ and $s_{2} t_{2}$, where $s_{1}, s_{2} \in S$, and $t_{1}, t_{2} \in T$. Notice that the set

$$
\left\{s_{1}^{*} s_{1}, s_{2}^{*} s_{2}, t_{1} t_{1}^{*}, t_{2} t_{2}^{*}\right\}
$$

is commutative because the $s_{i}^{*} s_{i}$ commute with the $t_{j} t_{j}^{*}$ by hypothesis, while the $t_{j} t_{j}^{*}$ commute amongst themselves by ( $\sim 2.2 \mathrm{~d}$ ), and the $s_{i}^{*} s_{i}$ commute with each other by ( $[2.21 \mathrm{il})$. We then have

$$
\begin{aligned}
& s_{1} t_{1}\left(s_{2} t_{2}\right)^{*}=s_{1} t_{1} t_{2}^{*} s_{2}^{*} \stackrel{( }{=} s_{1} t_{1} t_{1}^{*} t_{2} t_{2}^{*} s_{2}^{*} s_{2} s_{2}^{*}= \\
& =s_{1} s_{2}^{*} s_{2} t_{1} t_{1}^{*} t_{2} t_{2}^{*} s_{2}^{*}=s_{2} s_{1}^{*} s_{1} t_{1} t_{1}^{*} t_{2} t_{2}^{*} s_{2}^{*} \geq 0
\end{aligned}
$$

We also have

$$
\begin{aligned}
& \left(s_{1} t_{1}\right)^{*} s_{2} t_{2}=t_{1}^{*} s_{1}^{*} s_{2} t_{2} \stackrel{(1)}{=} t_{1}^{*} t_{1} t_{1}^{*} s_{1}^{*} s_{1} s_{2}^{*} s_{2} t_{2}= \\
& \quad=t_{1}^{*} s_{1}^{*} s_{1} s_{2}^{*} s_{2} t_{1} t_{1}^{*} t_{2}=t_{1}^{*} s_{1}^{*} s_{1} s_{2}^{*} s_{2} t_{2} t_{2}^{*} t_{1} \geq 0
\end{aligned}
$$

By ( $\left[2.2 \mathrm{~T}\right.$ ) we then have that $s_{1} t_{1}$ is compatible with $s_{2} t_{2}$, proving that $S T$ is indeed a compatible set. Employing ([2.26.ili) we have

$$
(\vee S)^{*}(\vee S)=\vee\left\{s^{*} s: s \in S\right\}, \quad \text { and } \quad(\vee T)(\vee T)^{*}=\vee\left\{t t^{*}: t \in T\right\}
$$

and hence the initial projection of $\vee S$ commutes with the final projection of $\vee T$, so we deduce from ( $\mathbb{L 2 . \boxtimes )}$ that $(\vee S)(\vee T)$ is a partial isometry.

We will next prove that

$$
\begin{equation*}
\vee(S T)=(\vee S)(\vee T) \tag{12.28.1}
\end{equation*}
$$

under the assumption that $S$ and $T$ are finite sets. We begin by analyzing several possibilities for the number of elements in $S$ and $T$. For example, when $S=\left\{s_{1}, s_{2}\right\}$, and $T=\{t\}$, we have

$$
\vee(S T)=\vee\left\{s_{1} t, s_{2} t\right\}=\left(s_{1} t\right) \vee\left(s_{2} t\right)=s_{1} t+s_{2} t-s_{1} t\left(s_{2} t\right)^{*} s_{2} t=
$$

$$
\begin{aligned}
& =s_{1} t+s_{2} t-s_{1} t t^{*} s_{2}^{*} s_{2} t=s_{1} t+s_{2} t-s_{1} s_{2}^{*} s_{2} t= \\
& =\left(s_{1}+s_{2}-s_{1} s_{2}^{*} s_{2}\right) t=\left(s_{1} \vee s_{2}\right) t=(\vee S)(\vee T) .
\end{aligned}
$$

By induction it then easily follow follows that ( 12.28 .7 ) holds when $S$ has an arbitrary finite number of elements and $T$ a singleton. Suppose now that $S=\{s\}$, and $T=\left\{t_{1}, t_{2}\right\}$. Then

$$
\begin{aligned}
& \vee(S T)=\left(s t_{1}\right) \vee\left(s t_{2}\right) \stackrel{\left(1 t_{1}\right)}{=} s t_{1}+s t_{2}-s t_{1}\left(s t_{1}\right)^{*} s t_{2}= \\
& =s t_{1}+s t_{2}-s t_{1} t_{1}^{*} s^{*} s t_{2}=s t_{1}+s t_{2}-s t_{1} t_{1}^{*} t_{2}= \\
& =s\left(t_{1}+t_{2}-t_{1} t_{1}^{*} t_{2}\right)=s\left(t_{1} \vee t_{2}\right)=(\vee S)(\vee T) .
\end{aligned}
$$

Again by induction it follows that ( 2.28. finite.

We will now prove ( $[2.28$. the number of elements of $T$. Writing $T=\left\{t_{1}, t_{2}, \ldots, t_{n}\right\}$, consider the set $T^{\prime}=\left\{t_{2}, \ldots, t_{n}\right\}$, and observe that

$$
\begin{gathered}
(\vee S)(\vee T)=(\vee S)\left(t_{1} \vee\left(\vee T^{\prime}\right)\right)=(\vee S) t_{1} \vee(\vee S)\left(\vee T^{\prime}\right)= \\
=\left(\vee S t_{1}\right) \vee\left(\vee S T^{\prime}\right)=\vee\left(S t_{1} \cup S T^{\prime}\right)=\vee S T .
\end{gathered}
$$

Finally, let us tackle the general infinite case, assuming that $A$ is a vonNeumann algebra. For this recall from ( 52.27 ) that

$$
\vee S=\lim _{F \rightarrow \infty} \vee F, \quad \text { and } \quad \vee T=\lim _{G \rightarrow \infty} \vee G,
$$

where $F$ and $G$ range in the directed sets consisting of all finite subsets of $S$ and $T$, respectively. Since multiplication is doubly continuous on bounded sets for the the strong operator topology, we have

$$
\begin{align*}
& (\vee S)(\vee T)=\left(\lim _{F \rightarrow \infty} \vee F\right)\left(\lim _{G \rightarrow \infty} \vee G\right)= \\
& =\lim _{F, G \rightarrow \infty}(\vee F)(\vee G)=\lim _{F, G \rightarrow \infty}(\vee F G) . \tag{12.28.2}
\end{align*}
$$

Again by ( $[2.27$ ) we have that $\vee(S T)$ is the strong limit of the net

$$
\begin{equation*}
\{\vee H\}_{\substack{H \subset S T \\ H \text { finite }}} \tag{12.28.3}
\end{equation*}
$$

and we observe that the collection formed by all $H=F G$, where $F$ and $G$ are finite subsets of $S$ and $T$, respectively, is co-final in the collection of finite subsets of $S T$. This gives rise to a subnet of ( $12.28,3)$, which therefore also converges to $\vee(S T)$. In other words, the last limit in ( $[2.28 .2)$ coincides with $\vee(S T)$, thus proving ( $[2.28$.
12.29. Definition. Let $S$ be a set of partial isometries in a $\mathrm{C}^{*}$-algebra $A$.
(i) We will say that $S$ is finitely- V -closed if, whenever $T$ is a finite compatible subset of $S$, one has that $\vee T$ lies in $S$.
(ii) In case $A$ is a von-Neumann algebra, we will say that $S$ is $\vee$-closed if the condition above holds for every compatible subset $T \subseteq S$, regardless of whether it is finite of infinite.

The set of all partial isometries in a $\mathrm{C}^{*}$-algebra $A$ is evidently finitely- $\vee$ closed. Moreover, the intersection of an arbitrary family of finitely- V -closed sets is again finitely-V-closed. Thus we may speak of the finite-V-closure of a given set $S$ of partial isometries in $A$, namely the intersection of all finitely-V-closed sets of partial isometries containing $S$.

All that was said in the above paragraph clearly remains true if we remove all references to finiteness, as long as we take $A$ to be a von-Neumann algebra. In particular we may also speak of the $\vee$-closure of a set of partial isometries in a von-Neumann algebra.
12.30. Lemma. Let $A$ be a $C^{*}$-algebra (resp. von-Neumann algebra) and let $S$ be a self-adjoint multiplicative sub-semigroup of $A$ consisting of partial isometries. Then the finite-V-closure (resp. V-closure) of $S$ is also a selfadjoint multiplicative sub-semigroup of $A$, hence an inverse semigroup by ([2]D).

Proof. Letting

$$
\mathfrak{S}=\{\vee T: T \text { is a (finite) compatible subset of } S\}
$$

we will first prove that $\mathfrak{S}$ is (finitely-) $V$-closed. For this let us be given a (finite) compatible subset of $\mathfrak{S}$, say

$$
\mathfrak{T}=\left\{\vee T_{j}: j \in J\right\},
$$

where each $T_{j}$ is a (finite) compatible subset of $S$, and $J$ is a (finite) set of indices. We then claim that

$$
T:=\cup_{j} T_{j}
$$

is a compatible subset of $S$. To see this, we must prove that any two elements
 Initially notice that, thanks to $S$ being a self-adjoint multiplicative semigroup, both $s^{*} t$ and $s t^{*}$ are partial isometries. So we deduce from ([2.8) that $s s^{*}$ commutes with $t t^{*}$, and that $s^{*} s$ commutes with $t^{*} t$.

On the other hand, since $\mathfrak{T}$ is a compatible set, we may use ( $\left[\begin{array}{l}2,26)\end{array}\right)$ to obtain a partial isometry $u$ in $A$ with

$$
\vee T_{j} \preceq u, \quad \forall j \in J
$$

It is then evident that $u$ dominates every element of every $T_{j}$, and consequently $u$ dominates every element of $T$. In particular, $u$ dominates $s$ and $t$, thus verifying all of the conditions in ( $[2.23 . \square$ ), and hence we conclude that $s$ and $t$ are compatible. This proves that $T$ is a compatible set.

It is now easy to see that

$$
\vee \mathfrak{T}=\bigvee_{j \in J}\left(\vee T_{j}\right)=\vee T \in \mathfrak{S}
$$

thus showing that $\mathfrak{S}$ is (finitely-) $\vee$-closed ${ }^{13}$.
In order to prove that $\mathfrak{S}$ is closed under multiplication, we pick two elements in $\mathfrak{S}$, say $\vee T$ and $\vee U$, where $T$ and $U$ are (finite) compatible subset of $S$. Recalling that $S$ is assumed to be closed under multiplication, we have that $T U \subseteq S$, so clearly $T U$ consists of partial isometries, which is equivalent to saying that the initial projections of the members of $T$ commute with the final projections of the members of $U$. From ( $[2.28)$ we then conclude that

$$
(\vee T)(\vee U)=\vee(T U) \in \mathfrak{S}
$$

proving that $\mathfrak{S}$ is closed under multiplication.
In order to prove that $\mathfrak{S}$ is also closed under adjoints, pick a generic element $\vee T \in \mathfrak{S}$, where $T$ is a (finite) compatible subset of $S$. Then it is easy to see that $T^{*}$ is also a compatible set, and

$$
(\vee T)^{*}=\vee\left(T^{*}\right) \in \mathfrak{S} .
$$

An easy consequence of the above result is in order:
12.31. Corollary. The finite- $\vee$-closure (resp. $\vee$-closure) of any tame set of partial isometries in a $C^{*}$-algebra (resp. von-Neumann algebra) is tame.

Proof. Given a tame set $T$ of partial isometries in a C ${ }^{*}$-algebra (resp. vonNeumann algebra) $A$, let $S$ be the multiplicative sub-semigroup of $A$ generated by $T \cup T^{*}$. Then $S$ satisfies the hypothesis of ( $\mathbb{L} 23 \mathbb{Z}$ ), hence the finite-V-closure (resp. $\vee$-closure) of $S$, which we denote by $\mathfrak{S}$, is a self-adjoint multiplicative semigroup of partial isometries, therefore necessarily tame.

The finite- $\vee$-closure (resp. $\vee$-closure) of $T$ is then clearly a subset of $\mathfrak{S}$, hence it is also tame.

Notes and remarks. Partial isometries have been a topic of interest for a long time. Among other things it appears in the polar decomposition of bounded operators. A thorough study of single partial isometries is to be found in [[6]].

[^7]Proposition ( $\mathbb{[ 2 . 8}$ ) has been reproved in the literature many times. The first reference for this result we know of is [43]].

The notion of a tame set of partial isometries and its relationship to partial representations, as discussed in Proposition ([2] 3 ), first appeared in [ considered in [6]] in the case of operators on Hilbert's space. As mentioned above, it is inspired by the usual order relation on inverse semigroups.

## 13. COVARIANT REPRESENTATIONS OF C*ALGEBRAIC DYNAMICAL SYSTEMS

In (2].iili) we have seen that a covariant representation of an algebraic partial dynamical system gives rise to a representation of the crossed product. In the paragraph following ( $\mathbb{\square}$ IT) we have also noticed that a converse of this result is easily obtained in the case of unital ideals. In the present chapter we will prove a similar converse for $\mathrm{C}^{*}$-algebras, despite the fact that ideals are not always unital.

- Let us therefore fix a C*-algebraic partial dynamical system

$$
\left(A, G,\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right),
$$

for the duration of this chapter.
The appropriate definition of covariant representations of a C*-algebraic partial dynamical system is identical to Definition ( standing that the target algebra $B$ mentioned there will always be a $\mathrm{C}^{*}$ algebra. In respect to this, it is noteworthy that every ${ }^{*}$-homomorphism between $\mathrm{C}^{*}$-algebras is automatically continuous.

Quite often the target algebra for our covariant representations will be taken to be the $\mathrm{C}^{*}$-algebra $\mathscr{L}(H)$ consisting of all bounded linear operator on a Hilbert space $H$.
13.1. Proposition. Given a covariant representation $(\pi, u)$ of a $C^{*}$-algebraic partial dynamical system $\left(A, G,\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ in a unital $C^{*}$ algebra $B$, there exists a unique *-homomorphism

$$
\pi \times u: A \rtimes G \rightarrow B
$$

such that $(\pi \times u)\left(a \delta_{g}\right)=\pi(a) u_{g}$, for all $g$ in $G$, and all $a$ in $D_{g}$.
Proof. Let us use $\pi \times \times^{\text {alg }} u$ to denote the *-homomorphism from $A \rtimes_{\text {alg }} G$ to $B$, provided by ( ([.]य) to $\pi \times^{a l g} u$.

The following is the main result of this chapter:
13.2. Theorem. Given a $C^{*}$-algebraic partial action

$$
\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)
$$

of a group $G$ on a $C^{*}$-algebra $A$, and a non-degenerate ${ }^{14}{ }^{*}$-representation

$$
\rho: A \rtimes G \rightarrow \mathscr{L}(H),
$$

where $H$ is a Hilbert space, there exists a unique covariant representation $(\pi, u)$ of $\theta$ in $\mathscr{L}(H)$, such that:
(i) $\pi$ is a non-degenerate representation of $A$,
(ii) $u_{g} u_{g^{-1}}$ is the orthogonal projection onto $\left[\pi\left(D_{g}\right) H\right.$ ] (brackets meaning closed linear span),
(iii) $\rho=\pi \times u$.

Proof. Denote by $\pi$ the representation of $A$ on $H$ given by

$$
\pi(a)=\rho\left(a \delta_{1}\right), \quad \forall a \in A
$$

To see that $\pi$ is non-degenerate, observe that, since $\rho$ is non-degenerate and since $A \rtimes_{\text {alg }} G$ is dense in $A \rtimes G$, the restriction of $\rho$ to the former is nondegenerate. Thus, the set

$$
X:=\left\{\rho\left(a \delta_{g}\right) \eta: g \in G, a \in D_{g}, \eta \in H\right\}
$$

spans a dense subset of $H$. Given any element $\xi$ in $X$, say $\xi=\rho\left(a \delta_{g}\right) \eta$, as above, use the Cohen-Hewitt Theorem [ $[\mathbf{b}$, 32.22] to write $a=b c$, with $b, c \in D_{g}$. Then

$$
\xi=\rho\left(a \delta_{g}\right) \eta \stackrel{\left(b \delta_{1} c \delta_{g}\right) \eta=\rho\left(b \delta_{1}\right) \rho\left(c \delta_{g}\right) \eta=\pi(b) \rho\left(c \delta_{g}\right) \eta \in \pi(A) H . . . . ~}{=}
$$

This shows that $X \subseteq \pi(A) H$, so $\pi(A) H$ also spans a dense subset of $H$, meaning that $\pi$ is non-degenerate, as desired. For each $g$ in $G$, let

$$
H_{g}=\left[\pi\left(D_{g}\right) H\right] .
$$

We should remark that, again by the Cohen-Hewit Theorem, every element $\xi$ in $H_{g}$ may be written as

$$
\xi=\pi(a) \eta,
$$

[^8]for some $a$ in $D_{g}$, and $\eta$ in $H$, which means that
\[

$$
\begin{equation*}
H_{g}=\pi\left(D_{g}\right) H \tag{13.2.1}
\end{equation*}
$$

\]

even without taking closed linear span.
Letting $\left\{v_{i}\right\}_{i \in I}$ be an approximate identity ${ }^{15}$ for $D_{g}$, we claim that the orthogonal projection onto $H_{g}$, which we henceforth denote by $e_{g}$, is given by

$$
\begin{equation*}
e_{g}(\xi)=\lim _{i \rightarrow \infty} \pi\left(v_{i}\right) \xi, \quad \forall \xi \in H \tag{13.2.2}
\end{equation*}
$$

In fact, given $\xi$ in $H$, write $\xi=\xi_{1}+\xi_{2}$, with $\xi_{1}$ in $H_{g}$, and $\xi_{2}$ in $H_{g}^{\perp}$. For every $a$ in $D_{g}$, and every $\eta$ in $H$, observe that

$$
\left\langle\pi(a) \xi_{2}, \eta\right\rangle=\langle\xi_{2}, \underbrace{\pi\left(a^{*}\right) \eta}_{\in H_{g}}\rangle=0
$$

from where we see that $\pi(a) \xi_{2}=0$. In particular $\pi\left(v_{i}\right) \xi_{2}=0$, for all $i \in I$. On the other hand, let us use ( $[2.2 \mathbb{L})$ in order to write $\xi_{1}=\pi(a) \eta$, where $a \in D_{g}$, and $\eta \in H$. Then

$$
\begin{gathered}
\lim _{i \rightarrow \infty} \pi\left(v_{i}\right) \xi=\lim _{i \rightarrow \infty} \pi\left(v_{i}\right)\left(\pi(a) \eta+\xi_{2}\right)=\lim _{i \rightarrow \infty} \pi\left(v_{i} a\right) \eta= \\
=\pi\left(\lim _{i \rightarrow \infty} v_{i} a\right) \eta=\pi(a) \eta=\xi_{1}=e_{g}(\xi)
\end{gathered}
$$

proving ( $[3.2 .2)$.
It is clear that each $H_{g}$ is invariant under $\pi$, so one may easily prove that $e_{g}$ commutes with $\pi(a)$, for every $a$ in $A$. We further claim that, given another group element $h \in G$, one has

$$
\begin{equation*}
e_{g} e_{h}=e_{h} e_{g} \tag{13.2.3}
\end{equation*}
$$

Indeed, given $\xi$ in $H$, observe that

$$
\begin{gathered}
e_{h}\left(e_{g}(\xi)\right)=e_{h}\left(\lim _{i \rightarrow \infty} \pi\left(v_{i}\right) \xi\right)=\lim _{i \rightarrow \infty} e_{h}\left(\pi\left(v_{i}\right) \xi\right)= \\
=\lim _{i \rightarrow \infty} \pi\left(v_{i}\right)\left(e_{h}(\xi)\right)=e_{g}\left(e_{h}(\xi)\right)
\end{gathered}
$$

Another fact we will need later is

$$
\begin{equation*}
H_{g} \cap H_{h}=\left[\pi\left(D_{g} \cap D_{h}\right) H\right], \quad \forall g, h \in G \tag{13.2.4}
\end{equation*}
$$

[^9]In order to prove it, we note that the inclusion " $\supseteq$ " is evident, while the reverse inclusion may be proved as follows: pick any $\xi$ in $H_{g} \cap H_{h}$, and emphasizing the role of $h$, write $\xi=\pi(a) \eta$, with $a$ in $D_{h}$, and $\eta$ in $H$, by ([3.2.]). Once more employing our approximate identity $\left\{v_{i}\right\}_{i \in I}$ for $D_{g}$, we then have

$$
\begin{gathered}
\xi=e_{g}(\xi)=e_{g}(\pi(a) \eta)=\lim _{i \rightarrow \infty} \pi\left(v_{i}\right) \pi(a) \eta= \\
=\lim _{i \rightarrow \infty} \pi\left(v_{i} a\right) \eta \in\left[\pi\left(D_{g} \cap D_{h}\right) H\right],
\end{gathered}
$$

proving that

$$
H_{g} \cap H_{h} \subseteq\left[\pi\left(D_{g} \cap D_{h}\right) H\right] .
$$

As already observed, Cohen-Hewit implies that $\pi\left(D_{g} \cap D_{h}\right) H$ (without taking closed linear span) is a closed linear subspace of $H$, so (따2.4) is verified.

In order to kick-start the construction of the partial representation $u$ referred to in the statement, let us now construct, for any given $g$ in $G$, an isometric linear operator $v_{g}: H_{g^{-1}} \rightarrow H$, satisfying

$$
v_{g}(\pi(a) \xi)=\rho\left(\theta_{g}(a) \delta_{g}\right) \xi, \quad \forall a \in D_{g^{-1}}, \quad \forall \xi \in H
$$

With this goal in mind we claim that, for all $a_{1}, \ldots, a_{n} \in D_{g^{-1}}$, and all $\xi_{1}, \ldots, \xi_{n} \in H$, one has that

$$
\begin{equation*}
\left\|\sum_{i=1}^{n} \pi\left(a_{i}\right) \xi_{i}\right\|=\left\|\sum_{i=1}^{n} \rho\left(\theta_{g}\left(a_{i}\right) \delta_{g}\right) \xi_{i}\right\| . \tag{13.2.5}
\end{equation*}
$$

Indeed, starting from the right-hand-side above, we have

$$
\begin{aligned}
& \left\|\sum_{i=1}^{n} \rho\left(\theta_{g}\left(a_{i}\right) \delta_{g}\right) \xi_{i}\right\|^{2}=\left\langle\sum_{i, j=1}^{n} \rho\left(\left(\theta_{g}\left(a_{j}\right) \delta_{g}\right)^{*}\left(\theta_{g}\left(a_{i}\right) \delta_{g}\right)\right) \xi_{i}, \xi_{j}\right\rangle \stackrel{(\Delta)}{=} \\
& =\left\langle\sum_{i, j=1}^{n} \pi\left(a_{j}^{*} a_{i}\right) \xi_{i}, \xi_{j}\right\rangle=\left\langle\sum_{i=1}^{n} \pi\left(a_{i}\right) \xi_{i}, \sum_{j=1}^{n} \pi\left(a_{j}\right) \xi_{j}\right\rangle=\left\|\sum_{i=1}^{n} \pi\left(a_{i}\right) \xi_{i}\right\|^{2}
\end{aligned}
$$

proving ( 132.20 ). This said, the correspondence

$$
\sum_{i=1}^{n} \pi\left(a_{i}\right) \xi_{i} \mapsto \sum_{i=1}^{n} \rho\left(\theta_{g}\left(a_{i}\right) \delta_{g}\right) \xi_{i}
$$

may now be shown to provide a well defined isometric linear map on the linear span of $\pi\left(D_{g^{-1}}\right) H$, which we have seen coincides with $H_{g^{-1}}$ by ([3.2.d), providing an isometric linear operator $v_{g}$ on $H_{g^{-1}}$ satisfying the desired properties.

Next we show that the range of $v_{g}$ is precisely $H_{g}$. For this, given $a \in D_{g^{-1}}$, write $a=b c$, with $b, c \in D_{g^{-1}}$, by the Cohen-Hewitt Theorem. So, for all $\xi \in H$, we have that

$$
v_{g}(\pi(a) \xi)=\rho\left(\theta_{g}(b c) \delta_{g}\right) \xi=\rho\left(\theta_{g}(b) \delta_{1}\right) \rho\left(\theta_{g}(c) \delta_{g}\right) \xi \in \pi\left(\theta_{g}(b)\right) H \subseteq H_{g}
$$

proving that $v_{g}\left(H_{g^{-1}}\right) \subseteq H_{g}$. On the other hand, given any $a$ in $D_{g}$ and $\xi$ in $H$, use Cohen-Hewit again to write $\theta_{g^{-1}}(a)=b c$, with $b, c \in D_{g^{-1}}$. Then

$$
a \delta_{1}=\theta_{g}(b c) \delta_{1} \stackrel{(d)}{=}\left(\theta_{g}(b) \delta_{g}\right)\left(c \delta_{g^{-1}}\right),
$$

so

$$
\pi(a) \xi=\rho\left(a \delta_{1}\right) \xi=\rho\left(\theta_{g}(b) \delta_{g}\right) \underbrace{\rho\left(c \delta_{g^{-1}}\right) \xi}_{\eta}=v_{g}(\pi(b) \eta) \in v_{g}\left(H_{g^{-1}}\right),
$$

where $\eta$ is as indicated. It follows that $H_{g} \subseteq v_{g}\left(H_{g^{-1}}\right)$, thus showing that $v_{g}$ is indeed an isometric operator from $H_{g^{-1}}$ onto $H_{g}$.

Taking one step closer to our desired partial representation, for each $g$ in $G$, we let

$$
u_{g}: H \rightarrow H
$$

be the linear operator defined on the whole of $H$ by extending $v_{g}$ to be zero on the orthogonal complement of $H_{g^{-1}}$. It is then clear that $u_{g}$ is a partial isometry in $\mathscr{L}(H)$, with initial space $H_{g^{-1}}$ and final space $H_{g}$. Consequently the orthogonal projection onto $H_{g}$ satisfies

$$
\begin{equation*}
e_{g}=u_{g} u_{g}^{*} \tag{13.2.6}
\end{equation*}
$$

If $a$ is in $D_{g^{-1}}$ we have by definition that $u_{g} \pi(a) \xi=\rho\left(\theta_{g}(a) \delta_{g}\right) \xi$, for all $\xi$ in $H$, which means that

$$
\begin{equation*}
u_{g} \pi(a)=\rho\left(\theta_{g}(a) \delta_{g}\right), \quad \forall a \in D_{g^{-1}} . \tag{13.2.7}
\end{equation*}
$$

Having shown that $\pi$ is non-degenerate, it is evident that $H_{1}=H$, and it is easy to see that $u_{1}$ is the identity operator on $H$, as required by (.ل.]).

We next claim that

$$
\begin{equation*}
u_{g}\left(u_{g^{-1}}(\xi)\right)=\xi, \quad \forall g \in G, \quad \forall \xi \in H_{g} . \tag{13.2.8}
\end{equation*}
$$

Assuming, as we may, that $\xi=\pi(a) \eta$, with $a \in D_{g}$, and $\eta \in H$, write $\theta_{g^{-1}}(a)=b c$, with $b, c \in D_{g^{-1}}$, by Cohen-Hewit, and observe that

$$
\begin{gathered}
u_{g^{-1}}(\xi)=u_{g^{-1}}(\pi(a) \eta)=\rho\left(\theta_{g^{-1}}(a) \delta_{g^{-1}}\right) \eta=\rho\left(b \delta_{1} c \delta_{g^{-1}}\right) \eta= \\
=\pi(b) \underbrace{\rho\left(c \delta_{g^{-1}}\right) \eta}_{\zeta}=\pi(b) \zeta .
\end{gathered}
$$

Therefore the left-hand-side of ([3.2.8) equals

$$
u_{g}\left(u_{g^{-1}}(\xi)\right)=u_{g}(\pi(b) \zeta)=\rho\left(\theta_{g}(b) \delta_{g}\right) \zeta=\rho\left(\theta_{g}(b) \delta_{g}\right) \rho\left(c \delta_{g^{-1}}\right) \eta=
$$

$$
=\rho\left(\theta_{g}(b c) \delta_{1}\right) \eta=\pi(a) \eta=\xi
$$

proving ( $\square .2 .8)$, from where we deduce that

$$
\begin{equation*}
u_{g^{-1}}=u_{g}^{*}, \quad \forall g \in G \tag{13.2.9}
\end{equation*}
$$

 in the statement.

We next focus on proving ( U. . $^{\text {(1] }}$ ), namely

$$
u_{g h} u_{h^{-1}}=u_{g} u_{h} u_{h^{-1}}
$$

for all $g, h \in G$. As a first step we claim that

$$
\begin{equation*}
u_{g h} u_{h^{-1}}(\eta)=u_{g}(\eta), \quad \forall \eta \in H_{h} \cap H_{g^{-1}} \tag{13.2.10}
\end{equation*}
$$

In order to do this we use $(\sqrt[\pi]{2.4})$ to write $\eta=\pi(a) \xi$, with $a$ in $D_{h} \cap D_{g^{-1}}$. Observing that

$$
\theta_{h^{-1}}(a) \in D_{h^{-1}} \cap D_{h^{-1} g^{-1}}
$$

we may write $\theta_{h^{-1}}(a)=b c$, with $b$ and $c$ in $D_{h^{-1}} \cap D_{h^{-1} g^{-1}}$. Therefore

$$
\begin{gathered}
u_{h^{-1}}(\eta)=u_{h^{-1}}(\pi(a) \xi)=\rho\left(\theta_{h^{-1}}(a) \delta_{h^{-1}}\right) \xi=\rho\left(b c \delta_{h^{-1}}\right) \xi= \\
=\rho\left(b \delta_{1}\right) \rho\left(c \delta_{h^{-1}}\right) \xi=\pi(b) \rho\left(c \delta_{h^{-1}}\right) \xi
\end{gathered}
$$

So the left-hand-side of ( $\square .3 .2 \mathbb{C l})$ equals

$$
\begin{gathered}
u_{g h}\left(u_{h^{-1}}(\eta)\right)=u_{g h}\left(\pi(b) \rho\left(c \delta_{h^{-1}}\right) \xi\right)=\rho\left(\theta_{g h}(b) \delta_{g h}\right) \rho\left(c \delta_{h^{-1}}\right) \xi= \\
=\rho\left(\theta_{g h}(b c) \delta_{g}\right) \xi=\rho\left(\theta_{g}(a) \delta_{g}\right) \xi=u_{g}(\pi(a) \xi)=u_{g}(\eta)
\end{gathered}
$$

taking care of ( $[.3 .2,7)$.
Observing that the right-hand-side of (W. (Tin) equals $u_{g} e_{h}$, our next claim is that

$$
\begin{equation*}
u_{g} e_{h}=u_{g h} u_{h^{-1}} e_{g^{-1}}, \quad \forall g, h \in G \tag{13.2.11}
\end{equation*}
$$

In order to prove this we have

$$
\begin{aligned}
& =u_{g h} u_{h^{-1}} e_{h} e_{g^{-1}}=u_{g h} u_{h^{-1}} e_{g^{-1}},
\end{aligned}
$$

 variables appropriately leads to

$$
\begin{equation*}
e_{h} u_{g}=e_{g} u_{h} u_{h^{-1} g} \tag{13.2.12}
\end{equation*}
$$

Focusing now on the left-hand-side of (

$$
u_{g h} u_{h^{-1}}=u_{g h} e_{(g h)^{-1}} u_{h^{-1}} \stackrel{(1)}{=} u_{g h} e_{h^{-1}} u_{(g h)^{-1}} u_{g} .
$$

Since $u_{g}=u_{g} e_{g^{-1}}$, the right-hand-side above is unaffected by right multiplication by $e_{g^{-1}}$, and so is the left-hand-side. Thus

$$
u_{g h} u_{h^{-1}}=u_{g h} u_{h^{-1}} e_{g^{-1}} \stackrel{(1)}{=} u_{g} e_{h}=u_{g} u_{h} u_{h^{-1}},
$$

proving (2LCill). It has already been observed that (2Liiil) is implied by
 complete. We now verify that $(\pi, u)$ is a covariant representation, which is to say that

$$
\begin{equation*}
u_{g} \pi(a) u_{g^{-1}}=\pi\left(\theta_{g}(a)\right), \tag{13.2.13}
\end{equation*}
$$

for any given $g$ in $G$, and $a$ in $D_{g^{-1}}$. To prove it, let $\xi \in H$, and let us first suppose that $\xi$ is in $H_{g}^{\perp}$. Then, evidently $u_{g^{-1}}(\xi)=0$, so the operator on the left-hand-side of (3.2]3) vanishes on $\xi$. We claim that the same is true with respect to the operator on the right-hand-side. Indeed, given any $\eta$ in $H$, we have that

$$
\left\langle\pi\left(\theta_{g}(a)\right) \xi, \eta\right\rangle=\langle\xi, \underbrace{\pi\left(\theta_{g}\left(a^{*}\right)\right) \eta}_{\in H_{g}}\rangle=0 .
$$

Since $\eta$ is arbitrary, we have that $\pi\left(\theta_{g}(a)\right) \xi=0$, as claimed.
Suppose now that $\xi$ is in $H_{g}$. Then we may write $\xi=\pi(b) \eta$, for $b \in D_{g}$, and $\eta \in H$, by ([2.2.ل), and

$$
\begin{gathered}
u_{g} \pi(a) u_{g^{-1}}(\xi)=u_{g} \pi(a) u_{g^{-1}}(\pi(b) \eta) \stackrel{(a)}{=} \\
=\rho\left(\theta_{g}(a) \delta_{g}\right) \rho\left(\theta_{g^{-1}}(b) \delta_{g^{-1}}\right) \eta=\rho\left(\theta_{g}(a) \delta_{g} \theta_{g^{-1}}(b) \delta_{g^{-1}}\right) \eta \stackrel{(a)}{=} \\
=\rho\left(\theta_{g}(a) b \delta_{1}\right) \eta=\pi\left(\theta_{g}(a)\right) \pi(b) \eta=\pi\left(\theta_{g}(a)\right) \xi .
\end{gathered}
$$

This concludes the proof of ( $[3.2 \mathrm{~T} 3$ ), and hence that $(\pi, u)$ is a covariant representation as needed. In order to show point (iii) in the statement, it clearly suffices to prove that

$$
\begin{equation*}
(\pi \times u)\left(a \delta_{g}\right)=\rho\left(a \delta_{g}\right) \tag{13.2.14}
\end{equation*}
$$

for every $g$ in $G$, and $a \in D_{g}$, which we will now do. Writing $a=b c$, with $b$ and $c$ in $D_{g}$, we have

$$
\rho\left(a \delta_{g}\right) \stackrel{(\square)}{=} \rho\left(b \delta_{g} \theta_{g^{-1}}(c) \delta_{1}\right)=\rho\left(b \delta_{g}\right) \pi\left(\theta_{g^{-1}}(c)\right) \stackrel{( }{=}
$$

$$
\begin{aligned}
& =\rho\left(b c \delta_{1}\right) u_{g}=\pi(a) u_{g}=(\pi \times u)\left(a \delta_{g}\right),
\end{aligned}
$$

so ( $\sqrt[3.2, ~ 4) ~ i s ~ v e r i f i e d . ~]{\text {. }}$
We are therefore left with the only remaining task of proving uniqueness of the $(\pi, u)$. With this goal in mind, assume that $\left(\pi^{\prime}, u^{\prime}\right)$ is another covariant representation of our system in $\mathscr{L}(H)$, such that $\pi^{\prime} \times u^{\prime}=\rho$. For every $a$ in $A$ we then have that $\pi^{\prime}(a)=\rho\left(a \delta_{1}\right)=\pi(a)$, so $\pi$ and $\pi^{\prime}$ must coincide.

Given $g$ in $G$, and $\xi$ in $H_{g^{-1}}$, write $\xi=\pi(a) \eta$, with $a$ in $D_{g^{-1}}$, and $\eta$ in $H$, by ([3.2.]). Then

$$
\begin{gathered}
u_{g}^{\prime}(\xi)=u_{g}^{\prime} \pi(a) \eta=u_{g}^{\prime} \pi^{\prime}(a) \eta=\left(\pi^{\prime}\left(a^{*}\right) u_{g^{-1}}^{\prime}\right)^{*} \eta=\left(\left(\pi^{\prime} \times u^{\prime}\right)\left(a^{*} \delta_{g^{-1}}\right)\right)^{*} \eta= \\
=\left((\pi \times u)\left(a^{*} \delta_{g^{-1}}\right)\right)^{*} \eta=u_{g} \pi(a) \eta=u_{g}(\xi)
\end{gathered}
$$

which says that $u_{g}^{\prime}$ coincides with $u_{g}$ on $H_{g^{-1}}$. By (ii) we have that both $u_{g}^{\prime}$ and $u_{g}$ vanish on $H_{g^{-1}}^{\perp}$, so $u_{g}^{\prime}$ coincides with $u_{g}$ on the whole of $H$. This proves that $u^{\prime}=u$, and hence completes the proof of the uniqueness part.

Notes and remarks. Theorem ([3.2) is due do McClanahan [[]l, Proposition $2.8]$. The above proof is inspired by [ $[8]$, Theorem 1.3$]^{16}$, except that we have avoided the use of approximate identities whenever possible, basing the arguments on the Cohen-Hewit Theorem instead. Even though the proof presented here turned out to be a bit long, we have chosen it because we believe a possible generalization of this result to algebraic partial actions will most likely use arguments based on idempotency rather than convergence of limits.

[^10]
## 14. PARTIAL REPRESENTATIONS SUBJECT TO RELATIONS

In the present chapter we will describe one of the most efficient ways to show a given $\mathrm{C}^{*}$-algebra to have a partial crossed product description.

In order to motivate our method, suppose that $B$ is a unital $\mathrm{C}^{*}$-algebra defined in terms of generators and relations. Suppose also that the given relations imply that the generators are partial isometries or even, as it often happens, explicitly state this fact. Let us moreover suppose that these partial isometries form a tame set so, by ( $\mathrm{L} 2 \mathrm{~L}, 3$ ), we may find a ${ }^{*}$-partial representation $u$ of a group $G$ (quite often a free group) whose range also generates $B$. Under all of these favorable circumstances $B$ may then be given another presentation in which the set of generators turns out to be the range of a *-partial representation, and we may then consider the partial dynamical system described in (

Having the same goal as Theorem ([0.3), although with different hypothesis, and in a different category, the main result of this chapter is intended to specify conditions under which the homomorphism given in ( $\mathbb{D}$ ) is in fact an isomorphism. Another major objective of this chapter is to give a very concrete picture of the spectrum of the commutative algebra involved in this system.

Given a group $G$, we will be dealing with universal ${ }^{17}$ unital C ${ }^{*}$-algebras on the set of generators

$$
\mathcal{G}=\left\{u_{g}: g \in G\right\},
$$

subject to a given set of relations. In all instances below this set of relations will split as

$$
\mathcal{R}^{\prime} \cup \mathcal{R},
$$

where $\mathcal{R}^{\prime}$ consists precisely of relations ( $4 \mathrm{~L} \mathrm{~L}-\mathrm{iv}$ ), which is to say that the correspondence $g \mapsto u_{g}$ is a *-partial representation of $G$ in $B$. With respect to the remaining set of relations, namely $\mathcal{R}$, we will always make the assumption that it consists of algebraic relations involving only the $e_{g}$ (defined to be

[^11]$\left.e_{g}=u_{g} u_{g^{-1}}\right)$. By this we mean relations of the form
\[

$$
\begin{equation*}
p\left(e_{g_{1}}, e_{g_{2}}, \ldots, e_{g_{n}}\right)=0 \tag{14.1}
\end{equation*}
$$

\]

where $p$ is a complex polynomial in $n$ variables, and the $g_{i}$ are in $G$. Recall
 commuting variables to them.
14.2. Definition. Given a set $\mathcal{R}$ of relations of the form ([4. ${ }^{\text {( }) \text { ), we will }}$ denote by $C_{\mathrm{par}}^{*}(G, \mathcal{R})$ the universal unital $\mathrm{C}^{*}$-algebra generated by the set $\mathcal{G}=\left\{u_{g}: g \in G\right\}$, subject to the set of relations $\mathcal{R}^{\prime} \cup \mathcal{R}$, where $\mathcal{R}^{\prime}$ consists of the relations ( $0 / \mathrm{Li-iv})$.

Notice that, since the set $\mathcal{R}^{\prime}$ is always involved by default, we have decided not to emphasize it in the notation introduced above. The subscript "par" should be enough to remind us that the axioms for *-partial representations, namely $\mathcal{R}^{\prime}$, is also being taken into account.
14.3. Definition. Let $v$ be a ${ }^{*}$-partial representation of a group $G$ in a unital $\mathrm{C}^{*}$-algebra $B$, and let $\mathcal{R}$ be a set of relations of the form ([4.0). We will say that $v$ satisfies $\mathcal{R}$ if, for every relation " $p\left(e_{g_{1}}, e_{g_{2}}, \ldots, e_{g_{n}}\right)=0$ " in $\mathcal{R}$, one has that

$$
p\left(v_{g_{1}} v_{g_{1}^{-1}}, v_{g_{2}} v_{g_{2}^{-1}}, \ldots, v_{g_{n}} v_{g_{n}^{-1}}\right)=0 .
$$

The universal property of $C_{\mathrm{par}}^{*}(G, \mathcal{R})$ may then be expressed as follows.
14.4. Proposition. For every *-partial representation $v$ of $G$ in a unital $C^{*}$-algebra $B$, satisfying $\mathcal{R}$, there exists a unique *-homomorphism

$$
\varphi: C_{\mathrm{par}}^{*}(G, \mathcal{R}) \rightarrow B,
$$

such that $\varphi\left(u_{g}\right)=v_{g}$, for every $g \in G$.
Proof. The proof follows immediately from the universality of $C_{\mathrm{par}}^{*}(G, \mathcal{R})$, once we realize that, besides satisfying $\mathcal{R}$, the $v_{g}$ also satisfy $\mathcal{R}^{\prime}$, as a consequence of it being a ${ }^{*}$-partial representation.

As an example of relations of the form ([4.|त) one is allowed to express that a certain $u_{g}$ is an isometry, since this reads as " $\left(u_{g}\right)^{*} u_{g}=1$ ", and may therefore be expressed as " $e_{g^{-1}}-1=0$." As another example, one may express that two partial isometries $u_{g}$ and $u_{h}$ have orthogonal ranges by writing down the relation " $e_{g} e_{h}=0$ ". On the other hand we are ruling out relations such as " $u_{g}+u_{h}=u_{k}$ ", since these are not of the above form.

We should however remark that certain relations which do not immediately fit under ([4.-ل) may sometimes be given an equivalent formulation within that framework, an example of which we would now like to present.
14.5. Proposition. Let $u$ be a *-partial representation of the group $G$ in a unital $C^{*}$-algebra. Given two elements $g$ and $h$ in $G$, the following are equivalent
(i) $u_{g h}=u_{g} u_{h}$,
(ii) $e_{g h}=e_{g h} e_{g}$,
where $e_{g}=u_{g} u_{g^{-1}}$, as usual.
Proof. By the C*-identity ( $\square$ (1) ${ }^{*}$ ), we have

$$
\begin{gathered}
\left\|u_{g h}-u_{g} u_{h}\right\|^{2}=\left\|\left(u_{g h}-u_{g} u_{h}\right)\left(u_{g h}-u_{g} u_{h}\right)^{*}\right\|= \\
=\left\|u_{g h} u_{h^{-1} g^{-1}}-u_{g h} u_{h^{-1}} u_{g^{-1}}-u_{g} u_{h} u_{h^{-1} g^{-1}}+u_{g} u_{h} u_{h^{-1}} u_{g^{-1}}\right\| \stackrel{\text { (!)d) }}{=} \\
=\left\|e_{g h}-u_{g h} u_{h^{-1}} u_{g^{-1}}\right\| .
\end{gathered}
$$

In addition, we have

$$
u_{g h} u_{h^{-1}} u_{g^{-1}}=u_{g h} u_{h^{-1}} u_{g^{-1}} u_{g} u_{g^{-1}}=u_{g h} u_{h^{-1} g^{-1}} u_{g} u_{g^{-1}}=e_{g h} e_{g},
$$

which plugged above gives

$$
\left\|u_{g h}-u_{g} u_{h}\right\|^{2}=\left\|e_{g h}-e_{g h} e_{g}\right\| .
$$

from where the statement follows immediately.
As an important application of this idea, one may phrase the fact that a *-partial representation is semi-saturated (see Definition ( $\mathcal{L D}^{2}$ ) ), relative to a given length function $\ell$ on $G$, by requiring it to satisfy the set of relations

$$
e_{g h}-e_{g h} e_{g}=0,
$$

for all $g$ and $h$ in $G$ such that $\ell(g h)=\ell(g)+\ell(h)$.
One of the main goals in this chapter is to prove that $C_{\mathrm{par}}^{*}(G, \mathcal{R})$ is isomorphic to a partial crossed product of the form

$$
C\left(\Omega_{\mathcal{R}}\right) \rtimes G .
$$

The partial dynamical system involved in this result will be presented as a restriction of the partial Bernoulli action, introduced in ( $\sqrt{5}$ ), to a closed invariant subset (see ( be to describe the subset $\Omega_{\mathcal{R}} \subseteq \Omega_{1}$ mentioned above.

Let us consider, for each $g$ in $G$, the mapping

$$
\begin{equation*}
\varepsilon_{g}:\{0,1\}^{G} \rightarrow\{0,1\} \tag{14.6}
\end{equation*}
$$

defined by

$$
\varepsilon_{g}(\omega)=\omega_{g}=[g \in \omega], \quad \forall \omega \in\{0,1\}^{G}
$$

(see $(5.8)$ ). Seeing $\{0,1\}^{G}$ as a product space, the $\varepsilon_{g}$ are precisely the standard projections, hence continuous functions.

Consider a relation

$$
p\left(e_{g_{1}}, e_{g_{2}}, \ldots, e_{g_{n}}\right)=0
$$

of the form (14.]). If we replace each $e_{g}$ by $\varepsilon_{g}$ in the left-hand-side above we get

$$
p\left(\varepsilon_{g_{1}}, \varepsilon_{g_{2}}, \ldots, \varepsilon_{g_{n}}\right)
$$

which may be interpreted as a complex valued function on $\{0,1\}^{G}$, namely

$$
\begin{equation*}
\omega \in\{0,1\}^{G} \mapsto p\left(\varepsilon_{g_{1}}(\omega), \varepsilon_{g_{2}}(\omega), \ldots, \varepsilon_{g_{n}}(\omega)\right) \in \mathbb{C} \tag{14.7}
\end{equation*}
$$

14.8. Definition. Given a set $\mathcal{R}$ of relations of the form ([4. $\mathbb{1}$ ), we will let $\mathcal{F}_{\mathcal{R}}$ be the set of functions on $\{0,1\}^{G}$ of the form ([4.7), obtained via the above substitution procedure from each relation in $\mathcal{R}$. The spectrum of $\mathcal{R}$, denoted by $\Omega_{\mathcal{R}}$, is then defined to be the subset of $\Omega_{1}$ defined by

$$
\Omega_{\mathcal{R}}=\left\{\omega \in \Omega_{1}: f\left(g^{-1} \omega\right)=0, \forall f \in \mathcal{F}_{\mathcal{R}}, \forall g \in \omega\right\}
$$

14.9. Proposition. For any set $\mathcal{R}$ of relations of the form ([IT.]), one has that $\Omega_{\mathcal{R}}$ is a compact subset of $\Omega_{1}$, which is moreover invariant under the partial Bernoulli action $\beta$ defined in (5.工).
Proof. In order to prove that $\Omega_{\mathcal{R}}$ is closed in $\Omega_{1}$, let $\left\{\omega_{i}\right\}_{i \in I}$ be a net in $\Omega_{\mathcal{R}}$ converging to some $\omega$ in $\Omega_{1}$. Given $g \in \omega$, observe that $\varepsilon_{g}(\omega)=1$, so $\omega$ lies in the open set $\varepsilon_{g}^{-1}(\{1\})$. We may therefore assume, without loss of generality, that every $\omega_{i}$ lie in $\varepsilon_{g}^{-1}(\{1\})$. This is to say that $g \in \omega_{i}$, for every $i \in I$, and since $\omega_{i}$ is in $\Omega_{\mathcal{R}}$, we deduce that

$$
f\left(g^{-1} \omega_{i}\right)=0, \quad \forall i \in I, \quad \forall f \in \mathcal{F}_{\mathcal{R}}
$$

Observing that the correspondence

$$
\nu \in\{0,1\}^{G} \mapsto f\left(g^{-1} \nu\right) \in \mathbb{C}
$$

is a continuous mapping, we conclude that

$$
f\left(g^{-1} \omega\right)=\lim _{i \rightarrow \infty} f\left(g^{-1} \omega_{i}\right)=0
$$

proving that $\omega \in \Omega_{\mathcal{R}}$, and hence that $\Omega_{\mathcal{R}}$ is closed. Since $\Omega_{1}$ is compact, then so is $\Omega_{\mathcal{R}}$.

Recall that the partial Bernoulli action $\beta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\beta_{g}\right\}_{g \in G}\right)$ is given by

$$
D_{g}=\left\{\omega \in \Omega_{1}: g \in \omega\right\}, \quad \text { and } \quad \beta_{g}(\omega)=g \omega, \quad \forall \omega \in D_{g^{-1}}
$$

In order to prove invariance, we must show that $\beta_{g}\left(\Omega_{\mathcal{R}} \cap D_{g^{-1}}\right) \subseteq \Omega_{\mathcal{R}}$, so pick $\omega$ in $\Omega_{\mathcal{R}} \cap D_{g^{-1}}$, and let $f \in \mathcal{F}_{\mathcal{R}}$, and $h \in \beta_{g}(\omega)$ be given. Then $g^{-1} h \in \omega$, and since $\omega \in \Omega_{\mathcal{R}}$, we have that

$$
0=f\left(\left(g^{-1} h\right)^{-1} \omega\right)=f\left(h^{-1} g \omega\right)=f\left(h^{-1} \beta_{g}(\omega)\right)
$$

proving that $\beta_{g}(\omega)$ is in $\Omega_{\mathcal{R}}$.

- From now on we will fix an arbitrary set $\mathcal{R}$ of relations of the form
 obtaining a partial action

$$
\begin{equation*}
\theta_{\mathcal{R}}=\left(\left\{D_{g}^{\mathcal{R}}\right\}_{g \in G},\left\{\theta_{g}^{\mathcal{R}}\right\}_{g \in G}\right), \tag{14.10}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{g}^{\mathcal{R}}=\Omega_{\mathcal{R}} \cap D_{g}=\left\{\omega \in \Omega_{\mathcal{R}}: g \in \omega\right\}, \tag{14.11}
\end{equation*}
$$

and

$$
\theta_{g}^{\mathcal{R}}(\omega)=g \omega, \quad \forall \omega \in D_{g^{-1}}
$$

It should be noticed that, since each $D_{g}$ is open in $\Omega_{1}$, one has that $D_{g}^{\mathcal{R}}$ is open in $\Omega_{\mathcal{R}}$. This, plus the obvious fact that each $\theta_{g}^{\mathcal{R}}$ is continuous, means that $\theta_{\mathcal{R}}$ is a topological partial action of $G$ on $\Omega_{\mathcal{R}}$.
 hence we see that $\theta_{\mathcal{R}}$ admits a Hausdorff globalization. In fact we may describe the globalization of $\theta_{\mathcal{R}}$ without resorting to (■. ) as follows: define

$$
X_{\mathcal{R}}=\left\{\omega \in\{0,1\}^{G}: f\left(g^{-1} \omega\right)=0, \forall f \in \mathcal{F}_{\mathcal{R}}, \forall g \in \omega\right\}
$$

that is, $X_{\mathcal{R}}$ is defined as in (14.8), except that we have replaced " $\omega \in \Omega_{1}$ " by " $\omega \in\{0,1\}^{G}$ ". In other words,

$$
\Omega_{\mathcal{R}}=X_{\mathcal{R}} \cap \Omega_{1}
$$

By staring at the above definition of $X_{\mathcal{R}}$, it is clear that $X_{\mathcal{R}}$ is invariant under the global Bernoulli action $\eta$ described in ( $(\mathbb{d})$.

Notice that $\omega=\varnothing$, namely the empty set, is a member of $X_{\mathcal{R}}$ since the membership condition above is vacuously verified for $\varnothing$. If $\omega$ is any element of $X_{\mathcal{R}}$ other than $\varnothing$, choose $g$ in $\omega$, and notice that $1 \in g^{-1} \omega=\eta_{g^{-1}}(\omega)$, so

$$
\eta_{g^{-1}}(\omega) \in X_{\mathcal{R}} \cap \Omega_{1}=\Omega_{\mathcal{R}}
$$

whence

$$
\omega=\eta_{g}\left(\eta_{g^{-1}}(\omega)\right) \in \eta_{g}\left(\Omega_{\mathcal{R}}\right)
$$

With this it is easy to see that the orbit of $\Omega_{\mathcal{R}}$ under $\eta$ is given by

$$
\bigcup_{g \in G} \eta_{g}\left(\Omega_{\mathcal{R}}\right)=X_{R} \backslash\{\varnothing\} .
$$

This proves the following:
14.12. Proposition. The restriction of the global Bernoulli action $\eta$ to the invariant subset $X_{R} \backslash\{\varnothing\}$ coincides with the globalization of the partial action


Let us now turn our topological partial action into a $C^{*}$-algebraic one. For this we invoke (■. by abuse of language, we will also denote by $\theta_{\mathcal{R}}$.

As seen in our discussion after the definition of the partial Bernoulli action ( $\quad L^{2}$ ) , $D_{g}$ is a compact space for every $g$ in $G$, and hence so is $D_{g}^{\mathcal{R}}$. The corresponding ideal of $C\left(\Omega_{\mathcal{R}}\right)$, namely

$$
C_{0}\left(D_{g}^{\mathcal{R}}\right)=C\left(D_{g}^{\mathcal{R}}\right)
$$

is therefore a unital ideal. In particular, we are entitled to use ([.]) in order to get $a^{*}$-partial representation

$$
\begin{equation*}
v: G \rightarrow C\left(\Omega_{\mathcal{R}}\right) \rtimes G \tag{14.13}
\end{equation*}
$$

defined by

$$
v_{g}=1_{g} \delta_{g}, \quad \forall g \in G
$$

where $1_{g}$ denotes the unit ${ }^{18}$ of $C\left(D_{g}^{\mathcal{R}}\right)$. Viewed within $C\left(\Omega_{\mathcal{R}}\right)$, observe that $1_{g}$ is the characteristic function of $D_{g}^{\mathcal{R}}$. By the description of $D_{g}^{\mathcal{R}}$ given in ( $14 . \square 1$ ), we may then write

$$
1_{g}(\omega)=[g \in \omega], \quad \forall \omega \in \Omega_{\mathcal{R}}
$$

which is to say that

$$
\begin{equation*}
1_{g}=\left.\varepsilon_{g}\right|_{\Omega_{\mathcal{R}}} \tag{14.14}
\end{equation*}
$$

14.15. Lemma. The ${ }^{*}$-partial representation $v$ defined in (14.2.3) satisfies $\mathcal{R}$.

Proof. Given a relation " $p\left(e_{g_{1}}, e_{g_{2}}, \ldots, e_{g_{n}}\right)=0$ " in $\mathcal{R}$, we must therefore prove that

$$
p\left(v_{g_{1}} v_{g_{1}^{-1}}, v_{g_{2}} v_{g_{2}^{-1}}, \ldots, v_{g_{n}} v_{g_{n}^{-1}}\right)=0
$$

For any $g$ in $G$, notice that

$$
v_{g} v_{g^{-1}}=\left(1_{g} \delta_{g}\right)\left(1_{g^{-1}} \delta_{g^{-1}}\right) \stackrel{(\text { (x/d) })}{=} 1_{g} \delta_{1},
$$

so, under the usual identification of $C\left(\Omega_{\mathcal{R}}\right)$ as a subalgebra of $C\left(\Omega_{\mathcal{R}}\right) \rtimes G$ provided by ( 8 ), we may write

$$
v_{g} v_{g^{-1}}=1_{g}=\left.\varepsilon_{g}\right|_{\Omega_{\mathcal{R}}}
$$

Therefore we see that the left-hand-side of $(\dagger)$ equals the restriction of

$$
p\left(\varepsilon_{g_{1}}, \varepsilon_{g_{2}}, \ldots, \varepsilon_{g_{n}}\right)
$$

to $\Omega_{\mathcal{R}}$. This is precisely one of the functions in $\mathcal{F}_{\mathcal{R}}$ which, by the very definition of $\Omega_{\mathcal{R}}$ (with $g=1$ ) vanishes identically on $\Omega_{\mathcal{R}}$. This verifies ( $\dagger$ ) and hence completes the proof.

[^12]With this we arrive at the main result of this chapter:
14.16. Theorem. Let $G$ be a group and let $\mathcal{R}$ be a set of relations of the form ([IT.]). Then there exists a ${ }^{*}$-isomorphism

$$
\varphi: C_{\mathrm{par}}^{*}(G, \mathcal{R}) \rightarrow C\left(\Omega_{\mathcal{R}}\right) \rtimes G
$$

such that

$$
\varphi\left(u_{g}\right)=1_{g} \delta_{g}, \quad \forall g \in G
$$

where $1_{g}$ denotes the characteristic function of $D_{g}^{\mathcal{R}}$.
 the conditions in the statement, and all we must do is prove $\varphi$ to be an isomorphism.

We begin by building a covariant representation of $\theta_{\mathcal{R}}$ in $C_{\mathrm{par}}^{*}(G, \mathcal{R})$. For this, let $A$ be the closed ${ }^{*}$-subalgebra of $C_{\text {par }}^{*}(G, \mathcal{R})$ generated by the set $\left\{e_{g}: g \in G\right\}$. Noticing that $A$ is commutative by ([2.23), we denote by $\hat{A}$ its spectrum.

Consider the mapping

$$
h: \gamma \in \hat{A} \mapsto\left(\gamma\left(e_{g}\right)\right)_{g \in G} \in\{0,1\}^{G} .
$$

Since each $e_{g}$ is idempotent, we have that $\gamma\left(e_{g}\right) \in\{0,1\}$, so the above is well defined and the reader will not have any difficulty in proving that $h$ is continuous. We next claim that the range of $h$ is contained in $\Omega_{\mathcal{R}}$. Picking $\gamma \in \hat{A}$, we must then prove that $\omega:=h(\gamma) \in \Omega_{\mathcal{R}}$. Evidently

$$
[1 \in \omega]=\omega_{1}=\gamma\left(e_{1}\right)=\gamma(1)=1
$$

so $\omega \in \Omega_{1}$. Let $f$ be a function on $\{0,1\}^{G}$ of the form ([4.7), associated to a relation in $\mathcal{R}$. Picking any $g \in \omega$, we must therefore prove that

$$
f\left(g^{-1} \omega\right)=0
$$

With $p, g_{1}, \ldots, g_{n}$, as in (4.7), observe that

$$
\begin{equation*}
f\left(g^{-1} \omega\right)=p\left(\varepsilon_{g_{1}}\left(g^{-1} \omega\right), \ldots, \varepsilon_{g_{n}}\left(g^{-1} \omega\right)\right) \tag{14.16.1}
\end{equation*}
$$

In order to get a better grasp on the meaning of the above, notice that for any $i=1, \ldots, n$, one has

$$
\varepsilon_{g_{i}}\left(g^{-1} \omega\right)=\left[g_{i} \in g^{-1} \omega\right]=\left[g g_{i} \in \omega\right]=\omega_{g g_{i}}=\gamma\left(e_{g g_{i}}\right)=\cdots
$$

Since $g \in \omega$, we see that $\omega_{g}=1$, which is to say that $\gamma\left(e_{g}\right)=1$, so the above equals

$$
\cdots=\gamma\left(e_{g}\right) \gamma\left(e_{g g_{i}}\right)=\gamma\left(u_{g} u_{g^{-1}} e_{g g_{i}}\right) \stackrel{(\cos )}{=} \gamma\left(u_{g} e_{g_{i}} u_{g^{-1}}\right)=\gamma_{g}\left(e_{g_{i}}\right),
$$

where $\gamma_{g}: A \rightarrow \mathbb{C}$ is defined by

$$
\gamma_{g}(b)=\gamma\left(u_{g} b u_{g^{-1}}\right), \quad \forall b \in A
$$

It is easy to see that $\gamma_{g}$ is a homomorphism, which therefore commutes with polynomials. So by (14.16.1) we have

$$
f\left(g^{-1} \omega\right)=p\left(\gamma_{g}\left(e_{g_{1}}\right), \ldots, \gamma_{g}\left(e_{g_{n}}\right)\right)=\gamma_{g}\left(p\left(e_{g_{1}}, \ldots, e_{g_{n}}\right)\right)=0 .
$$

This proves that $h$ indeed maps $\hat{A}$ into $\Omega_{\mathcal{R}}$, so by dualization we obtain a unital *-homomorphism

$$
\hat{h}: f \in C\left(\Omega_{\mathcal{R}}\right) \mapsto f \circ h \in C(\hat{A}) .
$$

Observe that $\hat{h}\left(1_{g}\right)$ coincides with the Gelfand transform $\hat{e}_{g}$ of $e_{g}$, because, for every $\gamma \in \hat{A}$, one has

$$
\hat{h}\left(1_{g}\right)(\gamma)=1_{g}(h(\gamma)) \stackrel{(\alpha)}{=} \varepsilon_{g}(h(\gamma))=\gamma\left(e_{g}\right)=\hat{e}_{g}(\gamma) .
$$

Identifying $C(\hat{A})$ with $A$ via the Gelfand transform, we then have that $\hat{h}$ is a *-homomorphism

$$
\hat{h}: C\left(\Omega_{\mathcal{R}}\right) \rightarrow A
$$

such that $\hat{h}\left(1_{g}\right)=e_{g}$, for all $g$ in $G$. We will now prove that the pair $(\hat{h}, u)$ is a covariant representation of $\theta_{\mathcal{R}}$ in $C_{\mathrm{par}}^{*}(G, \mathcal{R})$, which is to say that

$$
\begin{equation*}
u_{g} \hat{h}(f) u_{g^{-1}}=\hat{h}\left(\theta_{g}^{\mathcal{R}}(f)\right) \tag{14.16.2}
\end{equation*}
$$

for all $f \in C\left(D_{g^{-1}}^{\mathcal{R}}\right)$, and all $g \in G$.
Using the Stone-Weiestrass Theorem one may show that the functions of the form $f=1_{g^{-1}} 1_{h}$, with $h$ in $G$, generate $C\left(D_{g^{-1}}^{\mathcal{R}}\right)$, as a $\mathrm{C}^{*}$-algebra, so it is enough to prove ( $\sqrt{4-\sqrt{6} \text { 2) }) \text { only for such functions. In this case the }}$ right-hand-side of ( $4 . \sqrt{6.2}$ ) becomes

$$
\hat{h}\left(\theta_{g}^{\mathcal{R}}(f)\right)=\hat{h}\left(\theta_{g}^{\mathcal{R}}\left(1_{g^{-1}} 1_{h}\right)\right) \stackrel{\left(\mathbb{N}^{-又}\right)}{=} \hat{h}\left(1_{g} 1_{g h}\right)=e_{g} e_{g h} .
$$

The left-hand-side of (4.16.2), on the other hand, is given by

$$
\begin{gathered}
u_{g} \hat{h}(f) u_{g^{-1}}=u_{g} \hat{h}\left(1_{g^{-1}} 1_{h}\right) u_{g^{-1}}=u_{g} e_{g^{-1}} e_{h} u_{g^{-1}}= \\
=u_{g} e_{h} u_{g^{-1}} \stackrel{\text { (IN8) }}{=} u_{g} u_{g^{-1}} e_{g h}=e_{g} e_{g h},
\end{gathered}
$$

so (4.16.2) is seen to hold, as claimed, whence $(\hat{h}, u)$ is indeed a covariant representation. From ( $\mathrm{L} . \mathrm{d}$ ) we then obtain a *-homomorphism

$$
\hat{h} \times u: C\left(\Omega_{\mathcal{R}}\right) \rtimes G \rightarrow C_{\mathrm{par}}^{*}(G, \mathcal{R}),
$$

satisfying

$$
(\hat{h} \times u)\left(1_{g} \delta_{g}\right)=\hat{h}\left(1_{g}\right) u_{g}=e_{g} u_{g}=u_{g} u_{g^{-1}} u_{g}=u_{g},
$$

for all $g$ in $G$. Observing that $\varphi$ sends $u_{g}$ to $1_{g} \delta_{g}$, and that $C_{\mathrm{par}}^{*}(G, \mathcal{R})$ is generated by the $u_{g}$, one easily proves that $(\hat{h} \times u) \circ \varphi$ is the identity on $C_{\mathrm{par}}^{*}(G, \mathcal{R})$.

To prove that the composition $\varphi \circ(\hat{h} \times u)$ also coincides with the identity it suffices to prove that $C\left(\Omega_{\mathcal{R}}\right) \rtimes G$ is generated by the $1_{g} \delta_{g}$.

We have already seen that each $D_{g}^{\mathcal{R}}$ is generated by the elements $1_{g} 1_{h}$, for $h$ ranging in $G$, so $C\left(\Omega_{\mathcal{R}}\right) \rtimes G$ is generated by the elements of the form

$$
1_{h} 1_{g} \delta_{g}=\left(1_{h} \delta_{e}\right)\left(1_{g} \delta_{g}\right)=\left(1_{h} \delta_{h}\right)\left(1_{h^{-1}} \delta_{h^{-1}}\right)\left(1_{g} \delta_{g}\right)
$$

Thus the crossed product is indeed generated by the $1_{g} \delta_{g}$, as claimed, so $\varphi \circ(\hat{h} \times u)$ is the identity map, whence $\varphi$ and $(\hat{h} \times u)$ are each other's inverse, proving that $\varphi$ is an isomorphism and hence concluding the proof.

In this and in later chapters we will present several applications of ( $4 . \sqrt{6}$ ), describing certain classes of $\mathrm{C}^{*}$-algebras as partial crossed products. In the first such application we will prove a version of ( of $\mathrm{C}^{*}$-algebras, so let us begin by adapting the definition of $\mathbb{K}_{\mathrm{par}}(G)$ given in (
14.17. Definition. Given a group $G$, the partial group $C^{*}$-algebra of $G$, denoted $C_{\mathrm{par}}^{*}(G)$, is defined to be the algebra $C_{\mathrm{par}}^{*}(G, \mathcal{R})$, where $\mathcal{R}$ is the empty set of relations.

Thus, by ( 14.4 ) we see that $C_{\text {par }}^{*}(G)$ is the universal unital C*-algebra for *-partial representations of $G$ (without any further requirements), a fact that may be considered a version of (山.

Notice that if $\mathcal{R}$ is the empty set of relations, then $\Omega_{\mathcal{R}}=\Omega_{1}$ so, as an immediate consequence of ([4.]6) we have:
14.18. Corollary. For every group $G$, one has that $C_{\text {par }}^{*}(G)$ is *-isomorphic to the crossed product of $C\left(\Omega_{1}\right)$ by $G$, relative to the partial Bernoulli action $\beta$ defined in (5.J), under an isomorphism which sends each canonical generating partial isometry $u_{g}$ in $C_{\mathrm{par}}^{*}(G)$ to $1_{g} \delta_{g}$, where $1_{g}$ denotes the characteristic function of $D_{g}$.

It is not hard to see that $C\left(\Omega_{1}\right)$ is the universal unital $\mathrm{C}^{*}$-algebra generated by a set $\mathcal{E}=\left\{e_{g}: g \in G\right\}$, subject to the relations stating that the $e_{g}$ are commuting self-adjoint idempotents, and that $e_{1}=1$. In other words, $C\left(\Omega_{1}\right)$ is the analogue of the algebra $A_{\mathrm{par}}(G)$ introduced in (LD.7) within the category of $\mathrm{C}^{*}$-algebras. Therefore ( $\mathrm{\|}$ ( O M ) in the present category.

As our second example, let us consider the universal C*-algebra for semisaturated partial representations. For this let us suppose that $G$ is a group equipped with a length function $\ell$. One may then define a pseudo-metric on $G$ by setting

$$
d(g, h)=\ell\left(g^{-1} h\right), \quad \forall g, h \in G .
$$

By pseudo-metric we simply mean that $d$ is a nonnegative real valued function satisfying the triangle inequality:

$$
d(g, h) \leq d(g, k)+d(k, h), \quad \forall g, h, k \in G
$$

Although we will not need it here, one may clearly relate certain properties of $\ell$ with the remaining axioms for metric spaces.

In Euclidean space we know that the triangle inequality becomes an equality if and only if the three points involved are suitably placed in a straight line. This motivates the following:
14.19. Definition. Let $G$ be a group equipped with a length function $\ell$.
(a) Given $g$ and $h$ in $G$, the segment joining $g$ and $h$ is the subset of $G$ given by

$$
\overline{g h}=\{x \in G: d(g, h)=d(g, x)+d(x, h)\} .
$$

(b) A subset $\omega \subseteq G$ is said to be convex if $\overline{g h} \subseteq \omega$, for all $g$ and $h$ in $\omega$.

The above notion of convexity and the notion of semi-saturated partial representations, as rephrased by (4.4), may be bridged as follows:
14.20. Proposition. Let $G$ be a group and let $\mathcal{R}_{\text {sat }}$ be the set consisting of one relation of the form

$$
e_{g h}-e_{g h} e_{g}=0
$$

for each pair of elements $g$ and $h$ in $G$ satisfying $\ell(g h)=\ell(g)+\ell(h)$. Then

$$
\Omega_{\mathcal{R}_{\mathrm{sat}}}=\left\{\omega \in \Omega_{1}: \omega \text { is convex }\right\} .
$$

Proof. Notice that the corresponding set $\mathcal{F}_{\mathcal{R}_{\text {sat }}}$ of functions on $\{0,1\}^{G}$ is formed by the functions

$$
f(\omega)=[g h \in \omega]-[g h \in \omega][g \in \omega],
$$

for all $g, h \in G$, such that $\ell(g h)=\ell(g)+\ell(h)$. For each such function, each $\omega \in \Omega_{1}$, and each $k \in \omega$, notice that

$$
\begin{aligned}
f\left(k^{-1} \omega\right) & =\left[g h \in k^{-1} \omega\right]-\left[g h \in k^{-1} \omega\right]\left[g \in k^{-1} \omega\right]= \\
& =[k g h \in \omega]-[k g h \in \omega][k g \in \omega],
\end{aligned}
$$

Letting $\Phi$ and $\Psi$ denote the formulas " $k g h \in \omega$ " and " $k g \in \omega$ ", respectively, the above may be shortened to

$$
f\left(k^{-1} \omega\right)=[\Phi]-[\Phi][\Psi] .
$$

We next claim that the Boolean value of the formula " $\Phi \Rightarrow \Psi$ " is given by $1-f\left(k^{-1} \omega\right)$. In fact, using well known properties of Boolean operators we have

$$
\begin{aligned}
{[\Phi \Rightarrow \Psi] } & =[\neg \Phi \vee \Psi] \\
& =[\neg \Phi]+[\Psi]-[\neg \Phi][\Psi] \\
& =1-[\Phi]+[\Psi]-(1-[\Phi])[\Psi] \\
& =1-[\Phi]+[\Psi]-[\Psi]+[\Phi][\Psi] \\
& =1-[\Phi]+[\Phi][\Psi] \\
& =1-f\left(k^{-1} \omega\right) .
\end{aligned}
$$

Therefore, to say that $\omega$ is in $\Omega_{\mathcal{R}_{\text {sat }}}$ is the same as saying that for all $g$ and $h$ in $G$ with $\ell(g h)=\ell(g)+\ell(h)$, one has that the Boolean value of " $\Phi \Rightarrow \Psi$ " is equal to 1 , obviously meaning that $\Phi$ implies $\Psi$, so

$$
(\forall k \in \omega) \quad k g h \in \omega \Rightarrow k g \in \omega
$$

One may easily show that the most general situation in which an element $x$ lies in a segment $\overline{k z}$ is when $x=k g$, and $z=k g h$, where $g$ and $h$ are elements in $G$ such that $\ell(g h)=\ell(g)+\ell(h)$. Thus the above condition for $\omega$ to lie in $\Omega_{\mathcal{R}_{\text {sat }}}$ is precisely saying that $\omega$ is convex.

The following is a direct consequence of (14.56):
14.21. Corollary. Let $G$ be a group equipped with a length function $\ell$. Then the set

$$
\Omega_{\mathrm{conv}}=\left\{\omega \in \Omega_{1}: \omega \text { is convex }\right\}
$$

is a closed subspace of $\Omega_{1}$, invariant under the partial Bernoulli action. Moreover, denoting by $\theta$ the corresponding restricted partial action, one has that $C\left(\Omega_{\text {conv }}\right) \rtimes_{\theta} G$ is the universal $C^{*}$-algebra for semi-saturated partial representations in the following sense:
(i) The map

$$
g \in G \mapsto 1_{g} \delta_{g} \in C\left(\Omega_{\text {conv }}\right) \rtimes G,
$$

where $1_{g}$ is the characteristic function of the set $\left\{\omega \in \Omega_{\text {conv }}: g \in \omega\right\}$, is a semi-saturated ${ }^{*}$-partial representation.
(ii) Given any semi-saturated *-partial representation of $G$ in a unital $C^{*}$ algebra $B$, there exists a unique *-homomorphism

$$
\varphi: C\left(\Omega_{\text {conv }}\right) \rtimes G \rightarrow B,
$$

such that $\varphi\left(1_{g} \delta_{g}\right)=u_{g}$.

Notes and remarks. Most results of this chapter are taken from [GT].

## 15. HILBERT MODULES AND MORITA-RIEFFELEQUIVALENCE

One of the main tools to study partial crossed products in the realm of $\mathrm{C}^{*}$ algebras is the theory of Hilbert modules. In this short chapter we will therefore outline some of the main results from that theory which we will
 treatments of this important subject.

Hilbert modules are also crucial in defining the concept of Morita-Rieffelequivalence between $\mathrm{C}^{*}$-algebras and between $\mathrm{C}^{*}$-algebraic dynamical systems, which we will also attempt to briefly discuss, while referring the reader to [46] for a more extensive treatment and examples.
15.1. Definition. Let $A$ be a $\mathrm{C}^{*}$-algebra. By a right pre-Hilbert $A$-module we mean a complex vector space $M$, equipped with the structure of a right $A$-module as well as an $A$-valued inner-product

$$
\langle\cdot, \cdot\rangle: M \times M \rightarrow A
$$

satisfying
(i) $\left\langle\xi, \lambda \eta+\eta^{\prime}\right\rangle=\lambda\langle\xi, \eta\rangle+\left\langle\xi, \eta^{\prime}\right\rangle$,
(ii) $\langle\xi, \xi\rangle \geq 0$,
(iii) $\langle\xi, \xi\rangle=0 \Rightarrow \xi=0$,
(iv) $\langle\xi, \eta a\rangle=\langle\xi, \eta\rangle a$,
(v) $\langle\xi, \eta\rangle=\langle\eta, \xi\rangle^{*}$,
for every $\xi, \eta, \eta^{\prime} \in M, \lambda \in \mathbb{C}$, and $a \in A$.
 linear in the first variable. Also, from ( $\square$.

$$
\langle a \xi, \eta\rangle=a^{*}\langle\xi, \eta\rangle, \quad \forall \xi, \eta, \in M, \quad \forall a \in A
$$

It is a well known fact [66], Proposition 2.3] that the expression

$$
\|\xi\|_{2}=\|\langle\xi, \xi\rangle\|^{1 / 2}, \quad \forall \xi \in M
$$

defines a norm on $M$, and we then say that $M$ is a right Hilbert A-module if $M$ is complete relative to this norm. When $M$ is not complete, the Banach space completion of $M$ may be shown to carry the structure of a right Hilbert $A$-module extending the one of $M$.

Contrary to the Hilbert space case, a bounded $A$-linear operator $T$ between two Hilbert modules $M$ and $N$, does not necessarily admit an adjoint. By an adjoint of $T$ we mean an operator $T^{*}: N \rightarrow M$ satisfying the familiar property

$$
\langle T(\xi), \eta\rangle=\left\langle\xi, T^{*}(\eta)\right\rangle, \quad \forall \xi \in M, \quad \forall \eta \in N
$$

For a counter-example, let $A$ be a $\mathrm{C}^{*}$-algebra and let us view $A$ as a Hilbert module over itself with inner-product defined by

$$
\langle a, b\rangle=a^{*} b, \quad \forall a, b \in A
$$

Every ideal $J \unlhd A$ is a sub-Hilbert module of $A$ and the inclusion $\iota$ : $J \rightarrow A$ is an isometric $A$-linear map, hence bounded. However the adjoint of $\iota$ may fail to exist under certain circumstances. Suppose, for instance, that $A$ is unital and $J$ is not. If $\iota^{*}$ exists then for every $x$ in $J$ we have

$$
x^{*}=x^{*} 1=\langle\iota(x), 1\rangle=\left\langle x, \iota^{*}(1)\right\rangle=x^{*} \iota^{*}(1)
$$

This implies that $\iota^{*}(1)$ is a unit for $J$, contradicting our assumptions. Therefore $\iota^{*}$ does not exist.

When studying Hilbert module one therefore usually restrict attention to the adjointable operators, meaning the operators which happen to have an adjoint.

The set of all adjointable operators on a Hilbert module $M$ is denoted $\mathscr{L}(M)$. One may prove without much difficulty that $\mathscr{L}(M)$ is a $\mathrm{C}^{*}$-algebra with respect to the composition of operators, the adjoint defined above, and the operator norm.

Given a $\mathrm{C}^{*}$-algebra $A$, one may likewise define the concept of left preHilbert $A$-module, the only differences relative to Definition ( $\amalg 5$. $M$ is now assumed to be a left $A$-module and axioms ( $\mathbb{L 5}$.
(i') $\left\langle\lambda \xi+\xi^{\prime}, \eta\right\rangle=\lambda\langle\xi, \eta\rangle+\left\langle\xi^{\prime}, \eta\right\rangle$,
(iv') $\langle a \xi, \eta\rangle=a\langle\xi, \eta\rangle$,
for every $\xi, \xi^{\prime}, \eta$ in $M, \lambda$ in $\mathbb{C}$, and $a$ in $A$. The notion of left Hilbert $A$-module is defined in the obvious way.
15.2. Lemma. Let $A$ be a $C^{*}$-algebra and let $M$ be a right (resp. left) Hilbert $A$-module. If $\left\{v_{i}\right\}_{i}$ is an approximate identity for $A$, then for every $\xi$ in $M$, one has that $\xi=\lim _{i} \xi v_{i}\left(\right.$ resp. $\left.\xi=\lim _{i} v_{i} \xi\right)$.

Proof. We have

$$
\begin{gathered}
\left\|\xi-\xi v_{i}\right\|^{2}=\left\|\left\langle\xi-\xi v_{i}, \xi-\xi v_{i}\right\rangle\right\|= \\
=\left\|\langle\xi, \xi\rangle-\langle\xi, \xi\rangle v_{i}-v_{i}^{*}\langle\xi, \xi\rangle+v_{i}^{*}\langle\xi, \xi\rangle v_{i}\right\| \leq \\
\leq\left\|\langle\xi, \xi\rangle-\langle\xi, \xi\rangle v_{i}\right\|+\left\|v_{i}\right\|\left\|\langle\xi, \xi\rangle v_{i}-\langle\xi, \xi\rangle\right\| \xrightarrow{i \rightarrow \infty} 0 .
\end{gathered}
$$

A similar argument proves the left-handed version.
As a consequence of the previous result, we see that $M=[M A]$ (closed linear span), but we can in fact get a slightly more precise result:
15.3. Lemma. Let $A$ be a $C^{*}$-algebra and let $M$ be a right (resp. left) Hilbert $A$-module. Then, for every $\xi$ in $M$ one has that

$$
\xi=\lim _{n \rightarrow \infty} \xi\langle\xi, \xi\rangle^{1 / n} \quad\left(\text { resp. } \xi=\lim _{n \rightarrow \infty}\langle\xi, \xi\rangle^{1 / n} \xi\right) .
$$

Consequently $M=[M\langle M, M\rangle]$ (resp. $M=[\langle M, M\rangle M]$ ).
Proof. We have

$$
\begin{gathered}
\left\langle\xi-\xi\langle\xi, \xi\rangle^{1 / n}, \xi-\xi\langle\xi, \xi\rangle^{1 / n}\right\rangle= \\
=\langle\xi, \xi\rangle-\langle\xi, \xi\rangle\langle\xi, \xi\rangle^{1 / n}-\langle\xi, \xi\rangle^{1 / n}\langle\xi, \xi\rangle+\langle\xi, \xi\rangle^{1 / n}\langle\xi, \xi\rangle\langle\xi, \xi\rangle^{1 / n}= \\
=\langle\xi, \xi\rangle-2\langle\xi, \xi\rangle^{1+1 / n}+\langle\xi, \xi\rangle^{1+2 / n} \xrightarrow{n \rightarrow \infty} 0 .
\end{gathered}
$$

Therefore $\left\|\xi-\xi\langle\xi, \xi\rangle^{1 / n}\right\| \xrightarrow{n \rightarrow \infty} 0$, concluding the proof in the right module case, while a similar argument proves the left-handed version.

It is interesting to notice that every right Hilbert $A$-module $M$ is automatically a left Hilbert module over $\mathscr{L}(M)$ as follows: given $T$ in $\mathscr{L}(M)$ and $\xi$ in $M$, we evidently define the multiplication of $T$ by $\xi$ by

$$
T \cdot \xi:=T(\xi)
$$

thus providing the left module structure. As for the $\mathscr{L}(M)$-valued innerproduct, given $\xi$ and $\eta$ in $M$, consider the mapping

$$
\Omega_{\xi, \eta}: \zeta \in M \mapsto \xi\langle\eta, \zeta\rangle \in M .
$$

It is easy to see that $\Omega_{\xi, \eta}$ is an adjointable operator with $\Omega_{\xi, \eta}^{*}=\Omega_{\xi, \eta}$. We thus define the $\mathscr{L}(M)$-valued inner-product on $M$ by

$$
\langle\xi, \eta\rangle_{\mathscr{L}(M)}=\Omega_{\xi, \eta}, \quad \forall \xi, \eta \in M .
$$

Observe that the two inner-products defined on $M$ satisfy the compatibility condition

$$
\langle\xi, \eta\rangle_{\mathscr{L}_{(M)}} \zeta=\xi\langle\eta, \zeta\rangle_{B}, \quad \forall \xi, \eta, \zeta \in M,
$$

which motivates our next concept.
15.4. Definition. Given $\mathrm{C}^{*}$-algebras $A$ and $B$, by a Hilbert $A$ - $B$-bimodule we mean a left Hilbert $A$-module $M$, which is also equipped with the structure of a right Hilbert $B$-module such that, denoting by $\langle\cdot, \cdot\rangle_{A}$ and $\langle\cdot, \cdot\rangle_{B}$ the $A$ valued and $B$-valued inner-products, respectively, one has that
(i) $(a \xi) b=a(\xi b)$.
(ii) $\langle\xi, \eta\rangle_{A} \zeta=\xi\langle\eta, \zeta\rangle_{B}$,
for all $a \in A, b \in B$, and $\xi, \eta, \zeta \in M$.
It is possible to show [[], Corollary 1.11] that the norms originating from the two inner-products on a Hilbert bimodule agree, meaning that

$$
\left\|\langle\xi, \xi\rangle_{A}\right\|=\left\|\langle\xi, \xi\rangle_{B}\right\|, \quad \forall \xi \in M
$$

15.5. Definition. Let $M$ be a Hilbert $A$ - $B$-bimodule.
(a) We say that $M$ is left (resp. right) full, if the linear span of the range of $\langle\cdot, \cdot\rangle_{A}\left(\right.$ resp. $\left.\langle\cdot, \cdot\rangle_{B}\right)$ is dense in $A($ resp. $B)$.
(b) If $M$ is both left and right full, we say that $M$ is an imprimitivity bimodule.
(c) If there exists an imprimitivity $A$ - $B$-bimodule, we say that $A$ and $B$ are Morita-Rieffel-equivalent.

A rather common situation in which a Morita-Rieffel-equivalence takes place is as follows: suppose that $B$ is a $\mathrm{C}^{*}$-algebra and $A$ is a closed ${ }^{*}$-subalgebra of $B$.

Recall that $A$ is said to be a hereditary subalgebra if

$$
A B A \subseteq A
$$

This is equivalent to saying that any element $b$ in $B$, such that $0 \leq b \leq a$, for some $a$ in $A$, necessarily satisfies $b \in A$.

On the other hand, $A$ is said to be a full subalgebra if the ideal generated by $A$ in $B$ coincides with $B$, namely

$$
[B A B]=B
$$

If $A$ is a hereditary subalgebra of $B$, the right ideal of $B$ generated by $A$, namely $M=[A B]$, becomes a Hilbert $A$ - $B$-bimodule with inner-products defined by

$$
\langle x, y\rangle_{A}=x y^{*}, \quad \text { and } \quad\langle x, y\rangle_{B}=x^{*} y, \quad \forall x, y \in M
$$

Since $A \subseteq M$, it is evident that $M$ is left-full. If we moreover suppose that $A$ is a full subalgebra in the above sense, then $M$ is also right-full, hence an imprimitivity bimodule, whose existence tells us that $A$ and $B$ are Morita-Rieffel-equivalent. Thus:
15.6. Proposition. If $A$ is a full, hereditary, closed ${ }^{*}$-subalgebra of a $C^{*}$ algebra $B$, then $A$ and $B$ are Morita-Rieffel-equivalent.

Morita-Rieffel-equivalent $C^{*}$-algebras share numerous interesting properties relating to representation theory and $K$-theory [प6], [प]]. One of the most striking results in this field states that if $A$ and $B$ are separable ${ }^{19} \mathrm{C}^{*}$ algebras, then they are Morita-Rieffel-equivalent if and only if they are stably isomorphic, meaning that

$$
\mathcal{K} \otimes A \simeq \mathcal{K} \otimes B
$$

where $\mathcal{K}$ is the algebra of compact operators on a separable infinite dimensional Hilbert space (see [ [7] for more details).

The concept of Morita-Rieffel-equivalence has an important counterpart for $\mathrm{C}^{*}$-algebraic partial dynamical systems:
15.7. Definition. Let $G$ be a group and suppose that for each $k=1,2$ we are given a $C^{*}$-algebraic partial dynamical system

$$
\theta^{k}=\left(A^{k}, G,\left\{A_{g}^{k}\right\}_{g \in G},\left\{\theta_{g}^{k}\right\}_{g \in G}\right)
$$

We will say that $\theta^{1}$ and $\theta^{2}$ are Morita-Rieffel-equivalent if there exists a Hilbert $A^{1}-A^{2}$-bimodule $M$, and a (set-theoretical) partial action

$$
\gamma=\left(\left\{M_{g}\right\}_{g \in G}, \quad\left\{\gamma_{g}\right\}_{g \in G}\right)
$$

of $G$ on $M$, such that for all $k=1,2$, and all $g$ in $G$, one has that
(i) $M_{g}$ is a norm closed, sub- $A^{1}-A^{2}$-bimodule of $M$,
(ii) $A_{g}^{k}=\left[\left\langle M_{g}, M_{g}\right\rangle_{A^{k}}\right]$ (closed linear span),
(iii) $\gamma_{g}$ is a complex linear map,
(iv) $\left\langle\gamma_{g}(\xi), \gamma_{g}(\eta)\right\rangle_{A^{k}}=\theta_{g}^{k}\left(\langle\xi, \eta\rangle_{A^{k}}\right)$, for all $\xi, \eta \in M_{g^{-1}}$.

In this case we say that

$$
\gamma=\left(M, G,\left\{M_{g}\right\}_{g \in G},\left\{\gamma_{g}\right\}_{g \in G}\right)
$$

is an imprimitivity system for $\theta^{1}$ and $\theta^{2}$.
Speaking of ( $\boxed{\boxed{5} \cdot \sqrt{2} च})$, observe that $\langle\xi, \eta\rangle_{A^{k}}$ lies in the domain of $\theta_{g}^{k}$ by ( 15.7 Cl )

Using ( $\square$. sarily isometric, one sees that the $\gamma_{g}$ must be isometric as well.

Notice that each $M_{g}$ may be seen as a full Hilbert $A_{g}^{1}-A_{g}^{2}$-bimodule, so necessarily $A_{g}^{1}$ and $A_{g}^{2}$ are Morita-Rieffel-equivalent. This applies in particular to $g=1$, so $A^{1}$ and $A^{2}$ must be Morita-Rieffel-equivalent as well.

[^13]15.8. Proposition. If $\theta^{1}$ and $\theta^{2}$ are Morita-Rieffel-equivalent partial dynamical systems, and $\gamma$ is an imprimitivity system for $\theta^{1}$ and $\theta^{2}$, as in ( $\mathbb{L} .7$ ), then, given $\xi$ in $M_{g^{-1}}$, one has that
$$
\gamma_{g}(a \xi)=\theta_{g}^{1}(a) \gamma_{g}(\xi), \quad \forall a \in A_{g^{-1}}^{1}
$$
and
$$
\gamma_{g}(\xi b)=\gamma_{g}(\xi) \theta_{g}^{2}(b), \quad \forall b \in A_{g^{-1}}^{2}
$$
 have
\[

$$
\begin{aligned}
& \left\langle\gamma_{g}(a \xi), \gamma_{g}(\eta)\right\rangle_{A^{1}}=\theta_{g}^{1}\left(\langle a \xi, \eta\rangle_{A^{1}}\right)=\theta_{g}^{1}(a) \theta_{g}^{1}\left(\langle\xi, \eta\rangle_{A^{1}}\right)= \\
& \quad=\theta_{g}^{1}(a)\left\langle\gamma_{g}(\xi), \gamma_{g}(\eta)\right\rangle_{A^{1}}=\left\langle\theta_{g}^{1}(a) \gamma_{g}(\xi), \gamma_{g}(\eta)\right\rangle_{A^{1}}
\end{aligned}
$$
\]

Since $\eta$ is arbitrary, and since $\gamma_{g}(\eta)$ can take on any value in $M_{g}$, we conclude that

$$
\gamma_{g}(a \xi)=\theta_{g}^{1}(a) \gamma_{g}(\xi)
$$

The second assertion is proved similarly.
In view of the above result, it is not reasonable to expect the $\gamma_{g}$ to be bi-module maps (hence not adjointable either) relative to any of the available Hilbert module structures. However, if we see each $M_{g}$ as a ternary $C^{*}$-ring [ [0]] under the ternary operation

$$
\{\xi, \eta, \zeta\}_{g}:=\xi\langle\eta, \zeta\rangle_{A^{2}},
$$


One of our long term goals, unfortunately not to be achieved too soon, will be proving that Morita-Rieffel-equivalent partial actions lead to Morita-Rieffel-equivalent crossed products. For this it is important to introduce the concept of linking algebra.

- So, suppose for the time being that $A$ and $B$ are $\mathrm{C}^{*}$-algebras, and that $M$ is a Hilbert $A$ - $B$-bimodule.

We first define the adjoint Hilbert bimodule as follows. Let $M^{*}$ be any set admitting a bijective function

$$
\xi \in M \mapsto \xi^{*} \in M^{*}
$$

We then define the structures of vector space, left $B$-module, and right $A$ module on $M^{*}$ by

$$
\begin{aligned}
\xi^{*}+\lambda \eta^{*} & =(\xi+\bar{\lambda} \eta)^{*}, \\
b \xi^{*} & =\left(\xi b^{*}\right)^{*}, \\
\xi^{*} a & =\left(a^{*} \xi\right)^{*},
\end{aligned}
$$

for all $\xi$ and $\eta$ in $M, \lambda$ in $\mathbb{C}, a$ in $A$ and $b$ in $B$. We further define $A$ - and $B$-valued inner-products on $M^{*}$ by

$$
\left\langle\xi^{*}, \eta^{*}\right\rangle_{A}=\langle\xi, \eta\rangle_{A}, \quad \text { and } \quad\left\langle\xi^{*}, \eta^{*}\right\rangle_{B}=\langle\xi, \eta\rangle_{B}
$$

for all $\xi$ and $\eta$ in $M$.
The reader might be annoyed by the fact that, unlike module structures, the inner-products defined on $M^{*}$ have not changed relative to the original ones. However this turns out to be the only sensible choice, and one will quickly be convinced of this by checking the appropriate axioms, which the reader is urged to do. Once this is done $M^{*}$ becomes a Hilbert $B$ - $A$-bimodule.

We then write

$$
L=\left(\begin{array}{cc}
A & M \\
M^{*} & B
\end{array}\right)
$$

simply meaning the cartesian product $A \times M \times M^{*} \times B$, denoted in a slightly unusual way.

We make $L$ a complex-vector space in the obvious way, and a ${ }^{*}$-algebra by introducing multiplication and adjoint operations as follows:

$$
\left(\begin{array}{ll}
a_{1} & \xi_{1} \\
\eta_{1}^{*} & b_{1}
\end{array}\right)\left(\begin{array}{ll}
a_{2} & \xi_{2} \\
\eta_{2}^{*} & b_{2}
\end{array}\right)=\left(\begin{array}{cc}
a_{1} a_{2}+\left\langle\xi_{1}, \eta_{2}\right\rangle_{A} & a_{1} \xi_{2}+\xi_{1} b_{2} \\
\eta_{1}^{*} a_{2}+b_{1} \eta_{2}^{*} & \left\langle\eta_{1}, \xi_{2}\right\rangle_{B}+b_{1} b_{2}
\end{array}\right),
$$

and

$$
\left(\begin{array}{cc}
a & \xi \\
\eta^{*} & b
\end{array}\right)^{*}=\left(\begin{array}{cc}
a^{*} & \eta \\
\xi^{*} & b^{*}
\end{array}\right)
$$

In order to give $L$ a norm, we define a representation $\pi_{B}$ of $L$ as adjointable operators on the right Hilbert $B$-module $M \oplus B$ (where $B$ is seen as a right Hilbert $B$-module in the obvious way) by

$$
\pi_{B}\left(\begin{array}{cc}
a_{1} & \xi_{1} \\
\eta_{1}^{*} & b_{1}
\end{array}\right)\binom{\xi_{2}}{b_{2}}=\binom{a_{1} \xi_{2}+\xi_{1} b_{2}}{\left\langle\eta_{1}, \xi_{2}\right\rangle_{B}+b_{1} b_{2}},
$$

and another representation $\pi_{A}$ on the right Hilbert $A$-module $A \oplus M^{*}$, by

$$
\pi_{A}\left(\begin{array}{ll}
a_{1} & \xi_{1} \\
\eta_{1}^{*} & b_{1}
\end{array}\right)\binom{a_{2}}{\eta_{2}^{*}}=\binom{a_{1} a_{2}+\left\langle\xi_{1}, \eta_{2}\right\rangle_{A}}{\eta_{1}^{*} a_{2}+b_{1} \eta_{2}^{*}}
$$

We then define a norm on $L$ by

$$
\|c\|=\max \left\{\left\|\pi_{A}(c)\right\|,\left\|\pi_{B}(c)\right\|\right\}, \quad \forall c \in L
$$

and one may then prove that $L$ becomes a C*-algebra with the above structure [ [1], Proposition 2.3].
15.9. Definition. Given $\mathrm{C}^{*}$-algebras $A$ and $B$, and a Hilbert $A$ - $B$-bimodule $M$, the linking algebra of $M$ is the $\mathrm{C}^{*}$-algebra $L$ described above.

The linking algebra relative to the imprimitivity bimodule implementing a Morita-Rieffel-equivalence between partial actions also carries a partial action, as we will now show:
15.10. Proposition. Let $G$ be a group and suppose we are given $C^{*}$-algebraic partial dynamical systems

$$
\alpha=\left(A, G,\left\{A_{g}\right\}_{g \in G},\left\{\alpha_{g}\right\}_{g \in G}\right), \quad \text { and } \quad \beta=\left(B, G,\left\{B_{g}\right\}_{g \in G},\left\{\beta_{g}\right\}_{g \in G}\right)
$$

Suppose, moreover, that $\alpha$ and $\beta$ are Morita-Rieffel-equivalent partial actions, and that

$$
\gamma=\left(M, G,\left\{M_{g}\right\}_{g \in G},\left\{\gamma_{g}\right\}_{g \in G}\right)
$$

is an imprimitivity system for $\alpha$ and $\beta$. Letting $L$ be the linking algebra of $M$, for each $g$ in $G$, we have that
(i) the subset $L_{g}$ of $L$ defined by

$$
L_{g}=\left(\begin{array}{cc}
A_{g} & M_{g} \\
M_{g}^{*} & B_{g}
\end{array}\right)
$$

is a closed two-sided ideal,
(ii) the mapping

$$
\lambda_{g}:\left(\begin{array}{cc}
a & \xi \\
\eta^{*} & b
\end{array}\right) \in L_{g^{-1}} \longmapsto\left(\begin{array}{cc}
\alpha_{g}(a) & \gamma_{g}(\xi) \\
\gamma_{g}(\eta)^{*} & \beta_{g}(b)
\end{array}\right) \in L_{g}
$$

is a *-isomorphism,
(iii) the pair

$$
\lambda=\left(\left\{L_{g}\right\}_{g \in G}, \quad\left\{\lambda_{g}\right\}_{g \in G}\right)
$$

is a $C^{*}$-algebraic partial action of $G$ on $L$.
Proof. We first claim that if $\xi \in M$, and $\eta \in M_{g}$, then

$$
\begin{equation*}
\langle\xi, \eta\rangle_{A} \in A_{g}, \quad \text { and } \quad\langle\xi, \eta\rangle_{B} \in B_{g} \tag{15.10.1}
\end{equation*}
$$

In order to see this, let $\left\{v_{i}\right\}_{i}$ be an approximate identity for $B_{g}$. Viewing $M_{g}$ as a right Hilbert $B_{g}$-module, we get from (■.

$$
\langle\xi, \eta\rangle_{B}=\left\langle\xi, \lim _{i} \eta v_{i}\right\rangle_{B}=\lim _{i}\langle\xi, \eta\rangle_{B} v_{i} \in B_{g}
$$

Using a similar reasoning one shows that $\langle\xi, \eta\rangle_{A} \in A_{g}$.
Of course, if it is $\xi$, rather than $\eta$, which belongs to $M_{g}$, then (■5.0.0) still hold (by taking adjoints).

We will need another fact of a similar nature, that is, if $a$ is in $A_{g}, b$ is in $B_{g}$, and $\xi$ is in $M$, then

$$
\begin{equation*}
a \xi \in M_{g}, \quad \text { and } \quad \xi b \in M_{g} . \tag{15.10.2}
\end{equation*}
$$

To prove it, notice that by ( $\quad$. $\eta$ and $\zeta$ in $M_{g}$. In this case we have

The proof that $a \xi \in M_{g}$ is similar.
We therefore have that, in any one of the expressions:

$$
a b, a \xi, \xi b,\langle\xi, \eta\rangle_{A} \text { and }\langle\xi, \eta\rangle_{B},
$$

where $a$ is in $A, b$ is in $B$, and $\xi$ and $\eta$ are in $M$, if one of the two terms involved belongs to a set named with a subscript " $g$ ", then so does the whole expression.

Keeping this principle in mind, and staring at the definition of the multiplication operation in $L$ for a while, one then sees that $L_{g}$ is in fact a two-sided ideal of $L$.

In [ [ $\mathbb{Z}$, Proposition 2.3] it is proven that the norm topology of $L$ coincides with the product topology, when $L$ is viewed as $A \times M \times M^{*} \times B$. Thus, since $A_{g}$ is closed in $A, B_{g}$ is closed in $B$ and $M_{g}$ is closed in $M$, we see that $L_{g}$ is closed in $L$.

The proof that each $\gamma_{g}$ is a ${ }^{*}$-isomorphism is an easy consequence of ( $\quad$.

Finally, the last point is easily verified by observing that $\lambda$ is the direct sum of four partial actions.

This result will later be used to prove that Morita-Rieffel-equivalent partial actions lead to Morita-Rieffel-equivalent crossed products. The strategy for doing so will be to form the crossed product of $L$ by $G$, and then make sense of the expression

$$
L \rtimes G=\left(\begin{array}{cc}
A \rtimes G & M \rtimes G \\
(M \rtimes G)^{*} & B \rtimes G
\end{array}\right),
$$

so $M \rtimes G$ will be seen to be an imprimitivity bimodule implementing a Morita-Rieffel-equivalence between $A \rtimes G$ and $B \rtimes G$. The biggest hurdle we will face, and the reason we need to further develop our theory, is showing $A \rtimes G$ and $B \rtimes G$ to be isomorphic to subalgebras of $L \rtimes G$. Even though we may easily find ${ }^{*}$-homomorphisms

$$
A \rtimes G \rightarrow L \rtimes G, \quad \text { and } \quad B \rtimes G \rightarrow L \rtimes G,
$$

proving these to be injective requires some extra work. As soon as we have the appropriate tools, we will return to this point and we will prove the following:
15.11. Theorem. If

$$
\alpha=\left(A, G,\left\{A_{g}\right\}_{g \in G},\left\{\alpha_{g}\right\}_{g \in G}\right), \quad \text { and } \quad \beta=\left(B, G,\left\{B_{g}\right\}_{g \in G},\left\{\beta_{g}\right\}_{g \in G}\right)
$$

are Morita-Rieffel-equivalent $C^{*}$-algebraic partial dynamical systems, then $A \rtimes G$ and $B \rtimes G$ are Morita-Rieffel-equivalent $C^{*}$-algebras.

Notes and remarks. Inspired by Kaplansky's C*-modules, Hilbert modules were introduced by Paschke in [66]. The notion of Morita-Rieffel-equivalence, sometimes also referred to as strong Morita equivalence, was introduced by Rieffel in [46], adapting the purely algebraic concept of Morita equivalence [ []l] to operator algebras.

Morita-Rieffel-equivalence of actions of groups on $\mathrm{C}^{*}$-algebras were con-

 appeared. When we are ready to prove ( $\square . \square \square)$, we will take care of both the reduced and full versions.

## PART II <br> FELL BUNDLES

## 16. FELL BUNDLES

If one wishes to understand the structure of a given algebra, a traditional method is to try to decompose it in the direct sum of ideals. However, when working with simple algebras, such a decomposition is evidently unavailable.
 algebra, in which case we will have decomposed it in its homogeneous spaces. These are of course subspaces of the given algebra but they can also be seen as separate entities. In other words, starting from a graded algebra we may see the collection of its homogeneous spaces as the parts we are left with after disassembling the algebra along its grading. The study of the separate pieces might then hopefully shed some light on the structure of our algebra.

From now on we will employ the concept of Fell bundles, introduced by J. M. G. Fell under the name of $C^{*}$-algebraic bundles, in order to deal with disassembled $\mathrm{C}^{*}$-algebras ${ }^{20}$. However it is crucial to note that, in the category of $\mathrm{C}^{*}$-algebras, the concept of a grading, to be defined shortly, only requires the direct sum of the homogeneous spaces to be dense, so the process of passing from a graded $\mathrm{C}^{*}$-algebra to its corresponding Fell bundle, that is, the collection formed by its homogeneous spaces, involves a significant loss of information: there is no straightforward process to reassemble a graded C*algebra from its parts! In other words, there are examples of non-isomorphic graded $\mathrm{C}^{*}$-algebras whose associated Fell bundles are indistinguishable.

While this can be considered a weakness of the method, it often helps to organize one's tasks in two broad groups. In order to understand the structure of a graded $\mathrm{C}^{*}$-algebra one should therefore attempt to separately understand:
(1) the structure of its associated Fell bundle, and
(2) the way in which the various parts are pieced together.

Breaking up assignments along these lines frequently makes a lot of sense because the two tasks often require very different tool sets.

[^14]In this and the forthcoming chapters we plan to provide both sets of tools for dealing with graded $\mathrm{C}^{*}$-algebras: (1) understanding the structure of Fell bundles will be done by proving that, under suitable hypothesis, every Fell bundle arises from a partial dynamical system, while (2) understanding how to piece together the homogeneous spaces to reassemble the algebra will be done via the theory of cross-sectional algebras and amenability.
16.1. Definition. A Fell bundle (also known as a $C^{*}$-algebraic bundle) over a group $G$ is a collection

$$
\mathscr{B}=\left\{B_{g}\right\}_{g \in G}
$$

of Banach spaces, each of which is called a fiber. In addition, the total space of $\mathscr{B}$, namely the disjoint union of all the $B_{g}$ 's, which we also denote by $\mathscr{B}$, by abuse of language, is equipped with a multiplication operation and an involution

$$
\cdot: \mathscr{B} \times \mathscr{B} \rightarrow \mathscr{B}, \quad *: \mathscr{B} \rightarrow \mathscr{B}
$$

satisfying the following properties for all $g$ and $h$ in $G$, and all $b$ and $c$ in $\mathscr{B}$ :
(a) $B_{g} B_{h} \subseteq B_{g h}$,
(b) multiplication is bi-linear from $B_{g} \times B_{h}$ to $B_{g h}$,
(c) multiplication on $\mathscr{B}$ is associative,
(d) $\|b c\| \leq\|b\|\|c\|$,
(e) $\left(B_{g}\right)^{*} \subseteq B_{g^{-1}}$,
(f) involution is conjugate-linear from $B_{g}$ to $B_{g^{-1}}$,
$(\mathrm{g})(b c)^{*}=c^{*} b^{*}$,
(h) $b^{* *}=b$,
(i) $\left\|b^{*}\right\|=\|b\|$,
( j ) $\left\|b^{*} b\right\|=\|b\|^{2}$,
$(\mathrm{k}) b^{*} b \geq 0$ in $B_{1}$.
Axioms (a-d) above define what is known as a Banach algebraic bundle. Adding (e-i) gives the definition of a Banach *-algebraic bundle.

Observe that axioms $(\mathrm{a}-\mathrm{j})$ imply that $B_{1}$ is a $\mathrm{C}^{*}$-algebra with the restricted operations. We will often refer to $B_{1}$ as the unit fiber algebra.

With respect to axiom (四), notice that the reference to positivity there is to be taken with respect to the standard order relation in $B_{1}$, seen as a $\mathrm{C}^{*}$-algebra. Should one prefer to avoid any reference to this order relation, an alternative formulation of $(\mathbb{W})$ is to require that for each $b$ in $\mathscr{B}$, there exists some $a$ in $B_{1}$, such that $b^{*} b=a^{*} a$.

As already hinted upon, a concept which is closely related to Fell bundles is the notion of graded $\mathrm{C}^{*}$-algebras, which is not equivalent, and hence should be distinguished from its purely algebraic counterpart ( (\%.0).
16.2. Definition. Let $B$ be a $\mathrm{C}^{*}$-algebra and $G$ be a group. We say that a linearly independent collection $\left\{B_{g}\right\}_{g \in G}$ of closed subspaces of $B$ is a $C^{*}$ grading for $B$, if $\bigoplus_{g \in G} B_{g}$ is dense in $B$, and for every $g$ and $h$ in $G$, one has that
(i) $B_{g} B_{h} \subseteq B_{g h}$,
(ii) $B_{g}^{*} \subseteq B_{g^{-1}}$.

In this case we say that $B$ is a $G$-graded $C^{*}$-algebra and each $B_{g}$ is called a grading subspace.

The reason why the above is not a special case of ( $\mathbb{\square}$ (1) is that here the direct sum of the $B_{g}$ 's is only required to be dense in $B$.
16.3. If one is given a $G$-graded $\mathrm{C}^{*}$-algebra $B$, then the collection of all grading subspaces will clearly form a Fell bundle with the norm, the multiplication operation and the adjoint operation borrowed from $B$.

We will see that, conversely, every Fell bundle may be obtained from a $G$-graded $\mathrm{C}^{*}$-algebra $B$, as above, although $B$ is not uniquely determined since there might be many ways to complete the direct sum of the $B_{g}$ 's.

One of the reasons why one is interested in studying Fell bundles rather than graded $\mathrm{C}^{*}$-algebras is to avoid getting distracted by the problems related to the different completions mentioned above.
16.4. An important example of Fell bundles is given by the group bundle

$$
\mathscr{B}=\mathbb{C} \times G
$$

where $G$ is any group. Each fiber $B_{g}$ is defined to be $\mathbb{C} \times\{g\}$, with usual linear and norm structure, and with operations

$$
(\lambda, g)(\mu, h)=(\lambda \mu, g h), \quad \text { and } \quad(\lambda, g)^{*}=\left(\bar{\lambda}, g^{-1}\right)
$$

for all $\lambda, \mu \in \mathbb{C}$, and $g, h \in G$.
16.5. One of the main reasons we are interested in Fell bundles is because they may be built from $\mathrm{C}^{*}$-algebraic partial dynamical systems. In order to describe this construction, let us fix a $\mathrm{C}^{*}$-algebraic partial action

$$
\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)
$$

of a group $G$ on a $\mathrm{C}^{*}$-algebra $A$. We will begin the construction of our Fell bundle by defining its total space to be

$$
\mathscr{B}=\left\{(b, g) \in A \times G: b \in D_{g}\right\} .
$$

Inspired by the notation introduced in ( $\left.\quad . ..]_{1}\right)$, we will write $b \delta_{g}$ to refer to $(b, g)$, whenever $b \in D_{g}$. We may then identify the fibers of our bundle as

$$
B_{g}=\left\{b \delta_{g}: b \in D_{g}\right\}
$$

The linear structure and the norm on each $B_{g}$ is borrowed from $D_{g}$, while the multiplication operation is defined exactly as in ( 5.3 ), namely

$$
\left(a \delta_{g}\right)\left(b \delta_{h}\right)=\theta_{g}\left(\theta_{g^{-1}}(a) b\right) \delta_{g h}, \quad \forall a \in D_{g}, \quad \forall b \in D_{h} .
$$

We finally borrow the definition of the involution from ( $\boxed{\square}$ ), namely

$$
\left(a \delta_{g}\right)^{*}=\theta_{g^{-1}}\left(a^{*}\right) \delta_{g^{-1}}, \quad \forall g \in G, \quad \forall a \in D_{g} .
$$

16.6. Proposition. Given a $C^{*}$-algebraic partial action

$$
\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)
$$

of a group $G$ on a $C^{*}$-algebra $A$, one has that $\mathscr{B}$, with the above operations, is a Fell bundle over $G$, henceforth called the semi-direct product bundle relative to $\theta$.
 ourselves to a few comments. With respect to associativity, we observe that it follows by the same argument used in ( ( . .). Axiom (d), (i) and (j), namely the axioms referring to the norm structure, all follow easily from the fact that partial automorphisms of $\mathrm{C}^{*}$-algebras are isometric. Axioms (g) and (h) may be proved following the ideas used in the proof of ( $\mathbb{\square}$ ), while ( k ) easily follows from ( $\mathrm{E} . \mathrm{CB}$ ) and the fact that partial automorphisms preserve positivity.
16.7. Another important class of examples of Fell bundles is given in terms of partial representations. In order to describe these, let

$$
u: G \rightarrow A
$$

be a ${ }^{*}$-partial representation of a given group $G$ in a unital $\mathrm{C}^{*}$-algebra $A$. For each $g$ in $G$, consider the closed linear subspace $B_{g}^{u} \subseteq A$, spanned by the elements of the form

$$
u_{h_{1}} u_{h_{2}} \cdots u_{h_{n}}
$$

where $n \geq 1$ is any integer, the $h_{i}$ are in $G$, and

$$
h_{1} \cdots h_{n}=g
$$

It is elementary to check that

$$
\left(B_{g}^{u}\right)^{*}=B_{g^{-1}}^{u}, \quad \text { and } \quad B_{g}^{u} B_{h}^{u} \subseteq B_{g h}^{u}
$$

for all $g$ and $h$ in $G$, so the collection

$$
\mathscr{B}^{u}=\left\{B_{g}^{u}\right\}_{g \in G}
$$

is seen to be a Fell bundle with the operations borrowed from $A$.
16.8. Proposition. Let $u$ be a ${ }^{*}$-partial representation of the group $G$ in the unital $C^{*}$-algebra $A$. For each $g$ in $G$, let $e_{g}=u_{g} u_{g^{-1}}$, as usual. Then, regarding the Fell bundle $\mathscr{B}^{u}$ defined above, we have:
(i) the unit fiber algebra $B_{1}^{u}$ coincides with the $C^{*}$-algebra generated by the set $\left\{e_{g}: g \in G\right\}$,
(ii) $B_{1}^{u}$ is abelian,
(iii) for each $g$ in $G$, one has that $u_{g} B_{1}^{u}=B_{g}^{u}=B_{1}^{u} u_{g}$.

Proof. Given $h_{1}, \ldots, h_{n}$ in $G$, we claim that

$$
\begin{equation*}
u_{h_{1}} u_{h_{2}} \cdots u_{h_{n}}=e_{p_{1}} e_{p_{2}} \cdots e_{p_{n}} u_{p_{n}} \tag{16.8.1}
\end{equation*}
$$

where

$$
p_{k}=h_{1} \cdots h_{k}, \quad \forall 1 \leq k \leq n .
$$

If $n=1$, we have

$$
u_{h_{1}}=u_{h_{1}} u_{h_{1}^{-1}} u_{h_{1}}=e_{h_{1}} u_{h_{1}}=e_{p_{1}} u_{p_{1}}
$$

proving the claim in this case. Assuming that $n \geq 2$, we have

$$
\begin{gathered}
u_{h_{1}} u_{h_{2}} u_{h_{3}} \cdots u_{h_{n}}=u_{h_{1}} u_{h_{1}^{-1}} u_{h_{1}} u_{h_{2}} u_{h_{3}} \cdots u_{h_{n}} \stackrel{(1)}{=}=u_{h_{1}} u_{h_{1}^{-1}} u_{h_{1} h_{2}} u_{h_{3}} \cdots u_{h_{n}}=e_{h_{1}} u_{h_{1} h_{2}} u_{h_{3}} \cdots u_{h_{n}},
\end{gathered}
$$

and the claim follows by induction.
If we moreover assume that $h_{1} \cdots h_{n}=1$, so that $u_{h_{1}} u_{h_{2}} \cdots u_{h_{n}}$ is an arbitrary generator of $B_{1}^{u}$, we deduce from the claim that

$$
u_{h_{1}} u_{h_{2}} \cdots u_{h_{n}}=e_{h_{1}} e_{h_{1} h_{2}} \cdots e_{h_{1} h_{2} \cdots h_{n}}
$$

proving (i), and then (ii) follows from ( $\mathrm{O}, \mathrm{Biv}$ ).
Let us next prove (iii). Observing that $u_{g}$ lies in $B_{g}^{u}$, it is immediate that $u_{g} B_{1}^{u} \subseteq B_{g}^{u}$. On the other hand, notice that if $h_{1} \cdots h_{n}=g$, and $b$ is defined by $b=u_{h_{1}} u_{h_{2}} \cdots u_{h_{n}}$, then

$$
\begin{aligned}
& =e_{p_{1}} e_{p_{2}} \cdots e_{p_{n}} u_{p_{n}}=b .
\end{aligned}
$$

Since $B_{g}^{u}$ is the closed linear span of the set of elements $b$, as above, we then see that

$$
b e_{g^{-1}}=b, \quad \forall b \in B_{g}^{u}
$$

For each such $b$, we then have that

$$
b=b e_{g^{-1}}=b u_{g^{-1}} u_{g} \in B_{1}^{u} u_{g},
$$

because $b u_{g^{-1}}$ is clearly in $B_{1}^{u}$. This proves that $B_{g}^{u}=B_{1}^{u} u_{g}$, and the remaining statement in (iii) follows by taking adjoints.

It is interesting to notice that the Fell bundle associated to a given *partial representation, as discussed above, may also be described as a semidirect product bundle. In fact, one may adapt (10.) to the context of C*algebras, obtaining a partial action of $G$ on $B_{1}^{u}$, whose associated semi-direct product bundle is isomorphic to $\mathscr{B}^{u}$. We leave the verification of these statements as an easy exercise.

- From now on we fix an arbitrary Fell bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$.
16.9. Lemma. If $\left\{v_{i}\right\}_{i}$ is an approximate identity for $B_{1}$, then, for every $b$ in any $B_{g}$, one has that

$$
b=\lim _{i} b v_{i}=\lim _{i} v_{i} b .
$$

Proof. Noticing that $B_{g}$ is a Hilbert $B_{1}-B_{1}$-bimodule in a natural way, the result follows from ( 5

Using square brackets to denote closed linear span, notice that for any two fibers $B_{g}$ and $B_{h}$ of $\mathscr{B}$, we have that $\left[B_{g} B_{h}\right]$ is a closed linear subspace of $B_{g h}$. Questions related to whether or not $\left[B_{g} B_{h}\right]$ coincide with $B_{g h}$ will have a special significance for us so let us introduce two concepts which are based on this. Recall from ( already been defined both in the context of partial actions and of partial representation. We will now extend it to the context of Fell bundles.
16.10. Definition. Let $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ be a Fell bundle.
(a) We say that $\mathscr{B}$ is saturated if $\left[B_{g} B_{h}\right]=B_{g h}$, for every $g$ and $h$ in $G$.
(b) If $G$ is moreover equipped with a length function $\ell$, we say that $\mathscr{B}$ is semi-saturated (with respect to the given length function $\ell$ ) if, for all $g$ and $h$ in $G$ satisfying $\ell(g h)=\ell(g)+\ell(h)$, one has that $\left[B_{g} B_{h}\right]=B_{g h}$.

As already seen, the unit fiber $B_{1}$ of a Fell bundle is always a $\mathrm{C}^{*}$-algebra, and it is easy to see that for each $g$ in $G$, one has that $\left[B_{g} B_{g^{-1}}\right]$ is an ideal of $B_{1}$.
16.11. Lemma. Let $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ be a Fell bundle, and let $g \in G$. Given an approximate identity $\left\{u_{i}\right\}_{i}$ for $\left[B_{g} B_{g^{-1}}\right]$, and another approximate identity $\left\{v_{i}\right\}_{i}$ for $\left[B_{g^{-1}} B_{g}\right]$, one has that

$$
b=\lim _{i} u_{i} b=\lim _{i} b v_{i}, \quad \forall b \in B_{g} .
$$

Proof. This is an immediate consequence of ( $\square$. a Hilbert $\left[B_{g} B_{g^{-1}}\right]$ - $\left[B_{g^{-1}} B_{g}\right]$-bimodule.
16.12. Lemma. For every $g$ in $G$, one has that $\left[B_{g} B_{g^{-1}} B_{g}\right]=B_{g}$.

Proof. Given $b$ in $B_{g}$, choose an approximate identity $\left\{u_{i}\right\}_{i}$ for $\left[B_{g} B_{g^{-1}}\right]$. Then

$$
b=\lim _{i} u_{i} b \in\left[B_{g} B_{g^{-1}} B_{g}\right],
$$

proving that $B_{g} \subseteq\left[B_{g} B_{g^{-1}} B_{g}\right]$. The reverse inclusion is obvious.
We may use this to give a simpler characterization of saturated Fell bundles.
16.13. Proposition. A necessary and sufficient condition for a Fell bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ to be saturated is that

$$
\left[B_{g} B_{g^{-1}}\right]=B_{1}, \quad \forall g \in G .
$$

Proof. That the condition is necessary is obvious. Conversely, notice that for all $g$ and $h$ in $G$, we have

$$
\begin{gathered}
B_{g h} \stackrel{\left(B^{\prime}\right)}{=}\left[B_{g h} B_{(g h)^{-1}} B_{g h}\right] \subseteq\left[B_{1} B_{g h}\right]=\left[B_{g} B_{g^{-1}} B_{g h}\right] \subseteq \\
\subseteq\left[B_{g} B_{h}\right] \subseteq B_{g h} .
\end{gathered}
$$

Therefore equality holds throughout, proving that $\mathscr{B}$ is saturated.
We may easily characterize saturatedness and semi-saturatedness for semi-direct product bundles:
16.14. Proposition. Let $\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ be a $C^{*}$-algebraic partial action of the group $G$ on the $C^{*}$-algebra $A$, and let $\mathscr{B}$ be the associated semi-direct product bundle.
(i) Then $\mathscr{B}$ is saturated if and only if $\theta$ is a global action.
(ii) If $G$ is moreover equipped with a length function, then $\mathscr{B}$ is a semisaturated Fell bundle (according to (W610.1)) if and only if $\theta$ is a semisaturated partial action (according to (4.2)).

Proof. Given $g$ in $G$, we have

$$
\begin{gather*}
{\left[B_{g} B_{g^{-1}}\right]=\left[\left(D_{g} \delta_{g}\right)\left(D_{g^{-1}} \delta_{g^{-1}}\right)\right] \stackrel{( }{=}} \\
=\left[D_{g} \theta_{g}\left(D_{g^{-1}}\right) \delta_{1}\right]=D_{g} \delta_{1} . \tag{16.14.1}
\end{gather*}
$$

So, to say that $\left[B_{g} B_{g^{-1}}\right]=B_{1}$ is equivalent to saying that $D_{g}=A$. This proves (i).

Focusing on (ii), pick $g$ and $h$ in $G$, with $\ell(g h)=\ell(g)+\ell(h)$. Reasoning as in ( $\mathbb{Z})$, it is easy to see that the range of $\theta_{g} \circ \theta_{h}$ is given by $D_{g} \cap D_{g h}$.

Since $\theta_{g} \circ \theta_{h}$ is a restriction of the bijective mapping $\theta_{g h}$, it is clear that these two maps coincide if and only if they have the same range, that is,

$$
\theta_{g} \circ \theta_{h}=\theta_{g h} \Leftrightarrow D_{g} \cap D_{g h}=D_{g h} \Leftrightarrow D_{g h} \subseteq D_{g} .
$$

Assuming that $\mathscr{B}$ is semi-saturated, we have that $B_{g h}=\left[B_{g} B_{h}\right]$, so
so $D_{g h} \subseteq D_{g}$, whence $\theta_{g} \circ \theta_{h}=\theta_{g h}$, as seen above, proving $\theta$ to be semisaturated.

Conversely, assuming that $\theta$ is semi-saturated, we have

$$
\begin{aligned}
& B_{g h} \stackrel{\left(B_{g h} B_{h^{-1} g^{-1}} B_{g h}\right] \stackrel{(\square)}{=}\left[\left(D_{g h} \delta_{1}\right) B_{g h}\right] \subseteq}{=} \\
& \subseteq\left[\left(D_{g} \delta_{1}\right) B_{g h}\right] \stackrel{(\stackrel{1}{\infty})}{=}\left[B_{g} B_{g^{-1}} B_{g h}\right] \subseteq\left[B_{g} B_{h}\right],
\end{aligned}
$$

which says that $\mathscr{B}$ is semi-saturated.
Our next result relates saturatedness for partial representations and for Fell bundles.
16.15. Proposition. Given a ${ }^{*}$-partial representation $u$ of a group $G$ in a nonzero unital $C^{*}$-algebra $A$, consider its associated Fell bundle $\mathscr{B}^{u}$, as described in (16.7). Then:
(i) $\mathscr{B}^{u}$ is a saturated Fell bundle if and only if $u$ is a unitary group representation. In this case $\mathscr{B}^{u}$ is isomorphic to the group bundle $\mathbb{C} \times G$.
(ii) $\mathscr{B}^{u}$ is a semi-saturated Fell bundle if and only if $u$ is a semi-saturated partial representation.
Proof. Assuming that $\mathscr{B}^{u}$ is saturated, let $g$ be in $G$. Then

$$
B_{1}^{u}=\left[B_{g}^{u} B_{g^{-1}}^{u}\right] \stackrel{(\mathbb{C N})}{=}\left[B_{1}^{u} u_{g} u_{g^{-1}} B_{1}^{u}\right]=\left[e_{g} B_{1}^{u}\right] .
$$

This is to say that the ideal generated by the idempotent element $e_{g}$ coincides with the unital algebra $B_{1}^{u}$, but this may only happen if $e_{g}=1$. Since $g$ is arbitrary, this easily implies that $u$ is a unitary group representation.

Conversely, supposing that $u$ is a unitary group representation, notice that whenever $h_{1} \cdots h_{n}=g$, one has that $u_{h_{1}} u_{h_{2}} \cdots u_{h_{n}}=u_{g}$, which is to say that $B_{g}^{u}=\mathbb{C} u_{g}$. It is then easy to see that $\mathscr{B}^{u}$ is isomorphic to the group bundle $\mathbb{C} \times G$, whence a saturated Fell bundle.

With respect to (ii), pick $g$ and $h$ in $G$, with $\ell(g h)=\ell(g)+\ell(h)$. Then, assuming $u$ to be semi-saturated, we have that $u_{g} u_{h}=u_{g h}$, so

$$
\left[B_{g}^{u} B_{h}^{u}\right]=\left[B_{1}^{u} u_{g} u_{h} B_{1}^{u}\right]=\left[B_{1}^{u} u_{g h} B_{1}^{u}\right]=\left[B_{1}^{u} B_{g h}^{u}\right] \stackrel{(\square)(\mathbb{0 n c})}{=} B_{g h}^{u},
$$

so $\mathscr{B}^{u}$ is seen to be semi-saturated.
In order to prove the converse, given any $g$ in $G$, we claim that

$$
e_{g} b=b, \quad \forall g \in B_{g}^{u}
$$

To see this, notice that, if $b \in B_{g}^{u}$, we may write $b=u_{g} a$, for some $a$ in $B_{1}^{u}$, by ( 16.8 iin ), so

$$
e_{g} b=e_{g} u_{g} a=u_{g} u_{g^{-1}} u_{g} a=u_{g} a=b,
$$

proving the claim. If $\mathscr{B}^{u}$ is semi-saturated, and still under the assumption that $\ell(g h)=\ell(g)+\ell(h)$, we then immediately see that

$$
e_{g} b=b, \quad \forall g \in B_{g h}^{u},
$$

because $B_{g h}^{u}=\left[B_{g}^{u} B_{h}^{u}\right]$. In particular, since $u_{g h}$ is in $B_{g h}^{u}$, we deduce that

$$
e_{g} e_{g h}=e_{g} u_{g h} u_{g h^{-1}}=u_{g h} u_{g h^{-1}}=e_{g h} .
$$

Using ([4.0.) we then conclude that $u_{g h}=u_{g} u_{h}$, thus verifying that $u$ is semi-saturated.

- Let us now return to the above situation in which $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ denotes an arbitrary, fixed Fell bundle.

Every element $c$ of $B_{1}$ defines left and right multiplication operators

$$
L_{c}: b \in B_{g} \mapsto c b \in B_{g}, \quad \text { and } \quad R_{c}: b \in B_{g} \mapsto b c \in B_{g} .
$$

We will next show that the above may be extended to multipliers of $B_{1}$.
16.16. Proposition. Given any $m$ in the multiplier algebra $\mathcal{M}\left(B_{1}\right)$, there is a unique pair of bounded linear maps

$$
L_{m}, R_{m}: B_{g} \rightarrow B_{g}
$$

such that, for all $a$ in $B_{1}$, and all $b$ in $B_{g}$, one has that
(i) $L_{m}(b a)=L_{m}(b) a$,
(ii) $R_{m}(a b)=a R_{m}(b)$,
(iii) $a L_{m}(b)=(a m) b$,
(iv) $R_{m}(b) a=b(m a)$.

Moreover, if $\left\{u_{i}\right\}_{i}$ is any approximate identity for $B_{1}$, then

$$
L_{m}(b)=\lim _{i}\left(u_{i} m\right) b, \quad \text { and } \quad R_{m}(b)=\lim _{i} b\left(m u_{i}\right), \quad \forall b \in B_{g} .
$$

Proof. Let $\left\{v_{i}\right\}_{i}$ be an approximate identity for $B_{1}$. Addressing uniqueness, notice that if $b$ is in $B_{g}$, we have that

$$
L_{m}(b) \stackrel{(\underset{N}{m})}{=} \lim _{i} v_{i} L_{m}(b) \stackrel{(\mathrm{iii})}{=} \lim _{i}\left(v_{i} m\right) b .
$$

One similarly proves that $R_{m}$ is unique. As for existence, we claim that the limits

$$
\lim _{i}\left(v_{i} m\right) b, \quad \text { and } \quad \lim _{i} b\left(m v_{i}\right)
$$

exist. Checking the Cauchy condition relative to the first limit we have, for all $i$ and $j$, that

$$
\begin{gathered}
\left\|\left(v_{i} m\right) b-\left(v_{j} m\right) b\right\|^{2}=\left\|\left(\left(v_{i} m\right) b-\left(v_{j} m\right) b\right)\left(b^{*}\left(m^{*} v_{i}\right)-b^{*}\left(m^{*} v_{j}\right)\right)\right\|= \\
=\left\|\left(v_{i} m\right) b b^{*}\left(m^{*} v_{i}\right)-\left(v_{i} m\right) b b^{*}\left(m^{*} v_{j}\right)-\left(v_{j} m\right) b b^{*}\left(m^{*} v_{i}\right)+\left(v_{j} m\right) b b^{*}\left(m^{*} v_{j}\right)\right\| \leq \\
\leq\left\|v_{i} m\left(b b^{*}\right) m^{*} v_{i}-v_{i} m\left(b b^{*}\right) m^{*} v_{j}\right\|+\left\|v_{j} m\left(b b^{*}\right) m^{*} v_{i}-v_{j} m\left(b b^{*}\right) m^{*} v_{j}\right\| \leq \\
\leq\left\|v_{i}\right\|\left\|m\left(b b^{*}\right) m^{*} v_{i}-m\left(b b^{*}\right) m^{*} v_{j}\right\|+ \\
+\left\|v_{j}\right\|\left\|m\left(b b^{*}\right) m^{*} v_{i}-m\left(b b^{*}\right) m^{*} v_{j}\right\| \xrightarrow{i, j \rightarrow \infty} 0 .
\end{gathered}
$$

This proves the existence of the first limit, while the second limit is shown to exist by a similar argument. We may then define $L_{m}$ and $R_{m}$ as in the last sentence of the statement, and the proofs of (i-iv) are now mostly routine, so we restrict ourselves to proving (iii), leaving the proofs of the other points to the reader. Given $a$ in $B_{1}$, and $b$ in $B_{g}$, the left-hand-side of (iii) equals

$$
a L_{m}(b)=a \lim _{i}\left(v_{i} m\right) b=\lim _{i}\left(a v_{i} m\right) b=(a m) b .
$$

The following result gives a concrete way to describe the fiber-wise multipliers given by (
16.17. Proposition. Let $\mathscr{B}$ be the semi-direct product bundle associated to a given $C^{*}$-algebraic partial dynamical system

$$
\theta=\left(A, G,\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)
$$

Then for every multiplier $m \in \mathcal{M}(A)$, and every $a$ in any $D_{g}$, one has that

$$
L_{m}\left(a \delta_{g}\right)=(m a) \delta_{g}, \quad \text { and } \quad R_{m}\left(a \delta_{g}\right)=\theta_{g}\left(\theta_{g^{-1}}(a) m\right) \delta_{g}
$$

Proof. Picking an approximate identity $\left\{v_{i}\right\}_{i}$ for $A$, we have that $\left\{v_{i} \delta_{1}\right\}_{i}$ is an approximate identity for $B_{1}=A \delta_{1}$, so for any $a$ in $D_{g}$, we have that

$$
L_{m}\left(a \delta_{g}\right)=\lim _{i}\left(v_{i} m \delta_{1}\right) a \delta_{g}=\lim _{i}\left(v_{i} m a\right) \delta_{g}=(m a) \delta_{g},
$$

proving the first identity. As for the second one, we have

$$
\begin{gathered}
R_{m}\left(a \delta_{g}\right)=\lim _{i}\left(a \delta_{g}\right)\left(m v_{i} \delta_{1}\right)=\lim _{i} \theta_{g}\left(\theta_{g^{-1}}(a) m v_{i}\right) \delta_{g}= \\
=\theta_{g}\left(\theta_{g^{-1}}(a) m\right) \delta_{g}
\end{gathered}
$$

The reader is urged to compare the above formula for $R_{m}\left(a \delta_{g}\right)$ with the multiplication $\left(a \delta_{g}\right)\left(m \delta_{1}\right)$, should $m$ be an element of $A$.

We will now present the first process of assembling a C ${ }^{*}$-algebra from a given Fell bundle. This will produce the biggest possible outcome.

- Recall that $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ denotes a Fell bundle which has been fixed near the beginning of this chapter.
16.18. Definition. By a section of $\mathscr{B}$ we shall mean any function $y$ from $G$ to the total space of $\mathscr{B}$, such that $y_{g} \in B_{g}$, for every $g$ in $G$. We will moreover denote by $C_{c}(\mathscr{B})$ the collection of all finitely supported sections. Given two sections $y$ and $z$ in $C_{c}(\mathscr{B})$, we define their convolution product by

$$
(y \star z)_{g}=\sum_{h \in G} y_{h} z_{h^{-1} g}, \quad \forall g \in G .
$$

We also define an adjoint operation by

$$
y_{g}^{*}=\left(y_{g^{-1}}\right)^{*}, \quad \forall g \in G .
$$

With respect to the convolution product above, notice that for every $h$ in $G$ we have

$$
y_{h} z_{h^{-1} g} \in B_{h} B_{h^{-1} g} \subseteq B_{g},
$$

so all of the summands lie in the same vector space, hence the sum is well defined as an element of $B_{g}$.

We leave it for the reader to prove the following easy fact:
16.19. Proposition. With the above operations one has that $C_{c}(\mathscr{B})$ is an associative *-algebra.

As an example, notice that for the semi-direct product bundle $\mathscr{B}$ described in ([6.6), we have that $C_{c}(\mathscr{B})$ is isomorphic to $A \rtimes_{\text {alg }} G$.
16.20. Definition. A ${ }^{*}$-representation of a Fell bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ in a ${ }^{*}$-algebra $C$ is a collection $\pi=\left\{\pi_{g}\right\}_{g \in G}$ of linear maps

$$
\pi_{g}: B_{g} \rightarrow C
$$

such that
(i) $\pi_{g}(b) \pi_{h}(c)=\pi_{g h}(b c)$,
(ii) $\pi_{g}(b)^{*}=\pi_{g^{-1}}\left(b^{*}\right)$,
for all $g, h \in G$, and all $b \in B_{g}$, and $c \in B_{h}$.
Given a Fell bundle $\mathscr{B}$, for each $g$ in $G$ we will denote by $j_{g}$ the natural inclusion of $B_{g}$ in $C_{c}(\mathscr{B})$, namely the map

$$
j_{g}: B_{g} \rightarrow C_{c}(\mathscr{B})
$$

defined by

$$
\left.j_{g}(b)\right|_{h}=\left\{\begin{array}{lc}
b, & \text { if } h=g  \tag{16.21}\\
0, & \text { otherwise }
\end{array}\right.
$$

16.22. Proposition. The collection of maps $j=\left\{j_{g}\right\}_{g \in G}$ is a *-representation of $\mathscr{B}$ in $C_{c}(\mathscr{B})$.
Proof. Left to the reader.
We would now like to construct a $\mathrm{C}^{*}$-algebra from $C_{c}(\mathscr{B})$ in the same way we built the $\mathrm{C}^{*}$-algebraic partial crossed product from its algebraic counterpart. For this we need to obtain a bound for $\mathrm{C}^{*}$-seminorms on $C_{c}(\mathscr{B})$, much like we did in ( $\square$
16.23. Proposition. Let $p$ be a $C^{*}$-seminorm on $C_{c}(\mathscr{B})$. Then, for every $y$ in $C_{c}(\mathscr{B})$, one has that

$$
p(y) \leq \sum_{g \in G}\left\|y_{g}\right\|
$$

Proof. Using ( $\sqrt{6.2 \pi})$ we have for every $b \in B_{g}$, that

$$
p\left(j_{g}(b)\right)^{2}=p\left(j_{g}(b)^{*} j_{g}(b)\right)=p\left(j_{g^{-1}}\left(b^{*}\right) j_{g}(b)\right)=p\left(j_{1}\left(b^{*} b\right)\right)
$$

Observe that the composition $p \circ j_{1}$ is clearly a $\mathrm{C}^{*}$-seminorm on $B_{1}$. So, as already mentioned in (■.8), we have

$$
p\left(j_{1}\left(b^{*} b\right)\right) \leq\left\|b^{*} b\right\|=\|b\|^{2}
$$

The conclusion is thus that

$$
p\left(j_{g}(b)\right) \leq\|b\|
$$

For a general $y$ in $C_{c}(\mathscr{B})$, we may write $y=\sum_{g \in G} j_{g}\left(y_{g}\right)$, so

$$
p(y) \leq \sum_{g \in G} p\left(j_{g}\left(y_{g}\right)\right) \leq \sum_{g \in G}\left\|y_{g}\right\|
$$

This concludes the proof.

Given $y$ in $C_{c}(\mathscr{B})$, define

$$
\begin{equation*}
\|y\|_{\max }=\sup _{p} p(y), \tag{16.24}
\end{equation*}
$$

where $p$ ranges in the collection of all $\mathrm{C}^{*}$-seminorms on $C_{c}(\mathscr{B})$. By the above result we see that $\|\cdot\|_{\text {max }}$ is finite for every $y$, and hence it is a well defined $\mathrm{C}^{*}$-seminorm on $C_{c}(\mathscr{B})$.
16.25. Definition. The cross sectional $C^{*}$-algebra of $\mathscr{B}$, denoted $C^{*}(\mathscr{B})$, is the $\mathrm{C}^{*}$-algebra obtained by taking the quotient of $C_{c}(\mathscr{B})$ by the ideal consisting of the elements of norm zero and then completing it.

We will soon see that $\|\cdot\|_{\max }$ is in fact a norm, and hence that $C_{c}(\mathscr{B})$ may be embedded as a dense subalgebra of $C^{*}(\mathscr{B})$. Meanwhile we will call the canonical mapping arising from the completion process by

$$
\kappa: C_{c}(\mathscr{B}) \rightarrow C^{*}(\mathscr{B}) .
$$

Since $\kappa$ is a ${ }^{*}$-homomorphism, and since $j$ is a *-representation, the following is evident:
16.26. Proposition. For each $g$ in $G$, let us denote by $\hat{\jmath}_{g}$ the composition

$$
B_{g} \xrightarrow{j_{g}} C_{c}(\mathscr{B}) \xrightarrow{\kappa} C^{*}(\mathscr{B}) .
$$

Then $\hat{\jmath}=\left\{\hat{\jmath}_{g}\right\}_{g \in G}$ is a *-representation of $\mathscr{B}$ in $C^{*}(\mathscr{B})$, henceforth called the universal representation.

We have already seen that $B_{1}$ is always a $\mathrm{C}^{*}$-algebra and it is easy to see that $\hat{\jmath}_{1}$ is necessarily a ${ }^{*}$-homomorphism. In fact we have:
16.27. Proposition. For every Fell bundle $\mathscr{B}$, the map

$$
\hat{\jmath}_{1}: B_{1} \rightarrow C^{*}(\mathscr{B})
$$

is a non-degenerate ${ }^{*}$-homomorphism.
Proof. Follows immediately from (6.7).
The result stated below is simply the recognition that the $\mathrm{C}^{*}$-algebraic partial crossed product defined in ( $\square \square . \square$ ) is a special case of the cross sectional C*-algebra.

### 16.28. Proposition. Let

$$
\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)
$$

be a $C^{*}$-algebraic partial action of a group $G$ on a $C^{*}$-algebra $A$, and let $\mathscr{B}$ be the corresponding semi-direct product bundle. Then $A \rtimes G$ is naturally isomorphic to $C^{*}(\mathscr{B})$.

In the case of the group bundle $\mathbb{C} \times G$, the cross sectional $\mathrm{C}^{*}$-algebra is denoted $C^{*}(G)$ and is called the group $C^{*}$-algebra of $G$.

The cross sectional $C^{*}$-algebra of a Fell bundle possesses the following universal property with respect to bundle representations:
16.29. Proposition. Let $\pi=\left\{\pi_{g}\right\}_{g \in G}$ be a ${ }^{*}$-representation of the Fell bundle $\mathscr{B}$ in a $C^{*}$-algebra $C$. Then there exists a unique *-homomorphism

$$
\varphi: C^{*}(\mathscr{B}) \rightarrow C
$$

such that

$$
\varphi\left(\hat{\jmath}_{g}(b)\right)=\pi_{g}(b), \quad \forall g \in G, \quad \forall b \in B_{g}
$$

We will say that $\varphi$ is the integrated form of $\pi$.
Proof. Given $\pi$, define $\varphi_{0}: C_{c}(\mathscr{B}) \rightarrow C$, by

$$
\varphi_{0}(y)=\sum_{g \in G} \pi_{g}\left(y_{g}\right), \quad \forall y \in C_{c}(\mathscr{B})
$$

It is a routine matter to prove that $\varphi_{0}$ is a *-homomorphism, whence the formula

$$
p(y)=\left\|\varphi_{0}(y)\right\|, \quad \forall y \in C_{c}(\mathscr{B})
$$

defines a $\mathrm{C}^{*}$-seminorm on $C_{c}(\mathscr{B})$, which is therefore dominated by $\|\cdot\|_{\max }$. This says that $\varphi_{0}$ is continuous and so it extends to the completion, providing the required map.

Notes and remarks. Fell bundles were introduced in the late 60 's by J. M. G. Fell in []]], under the name $C^{*}$-algebraic bundles, setting the stage for a far reaching generalization of Harmonic Analysis. See [G2] for a very extensive treatment of this and other important concepts.

Fell bundles over topological groups are defined in a different fashion since the topology of the group must also be taken into account. However, since we have chosen to work only with discrete group, we do not need to worry about any extra topological conditions.

## 17. REDUCED CROSS-SECTIONAL ALGEBRAS

The construction of the cross-sectional C*-algebra for a Fell bundle given in
 norm defined via a supremum (see ( $\mathbb{[ 6 . 2 4 )}$ ) and ( $\mathbb{\square}$ ) ). While we have so far verified that these maximal norms are finite, we have not worried about them being zero! In other words, we are facing the potentially tragic situation in which the cross-sectional algebra of nontrivial Fell bundles may turn out to be the zero algebra! By ( $\mathbb{6 6 2 8}$ ) this would also affect C*-algebraic partial crossed products.

In order to rule out this undesirable situation, given a Fell bundle $\mathscr{B}$, we must provide nontrivial C*-seminorms on $C_{c}(\mathscr{B})$, and one of the best ways to do so is through representation theory. That is, given any representation $\rho$ of $C_{c}(\mathscr{B})$ on a Hilbert space, we may define a seminorm by $p(y)=\|\rho(y)\|$, which will be nontrivial as long as $\rho$ is nontrivial.

However, instead of representing $C_{c}(\mathscr{B})$ on a Hilbert space, our representation will be on a Hilbert module over the unit fiber algebra $B_{1}$, which we now set out to construct. As a byproduct we will describe our second process of assembling a C*-algebra from a given Fell bundle.

- From now on we fix an arbitrary Fell bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$.

By ( 6.22 ) we have that $j_{1}$ is a *-homomorphism through which we may view $B_{1}$ as a subalgebra of $C_{c}(\mathscr{B})$. This makes $C_{c}(\mathscr{B})$ a right $B_{1}$-module in a standard way and we will now introduced a $B_{1}$-valued inner-product on $C_{c}(\mathscr{B})$ as follows

$$
\langle y, z\rangle=\sum_{g \in G}\left(y_{g}\right)^{*} z_{g}, \quad \forall y, z \in C_{c}(\mathscr{B}) .
$$

The easy verification that this is indeed an inner-product is left to the reader. Once this is done we have that $C_{c}(\mathscr{B})$ is a right pre-Hilbert $B_{1^{-}}$ module.
17.1. Definition. We shall denote by $\ell^{2}(\mathscr{B})$ the right Hilbert $B_{1}$-module obtained by completing $C_{c}(\mathscr{B})$ under the norm $\|\cdot\|_{2}$ arising from the innerproduct defined above.

Seeing $C_{c}(\mathscr{B})$ as a dense subspace of $\ell^{2}(\mathscr{B})$, we may view $j_{g}$ as a map from $B_{g}$ to $\ell^{2}(\mathscr{B})$, and it is interesting to remark that this is an isometry, since, for every $b$ in any $B_{g}$, one has

$$
\left\|j_{g}(b)\right\|_{2}^{2}=\left\|\left\langle j_{g}(b), j_{g}(b)\right\rangle\right\|=\left\|b^{*} b\right\|=\|b\|^{2} .
$$

Our next step will be the construction of a representation of $\mathscr{B}$ within $\mathscr{L}\left(\ell^{2}(\mathscr{B})\right)$. The following technical fact will be useful in that direction:
17.2. Lemma. Given $g, h \in G, b \in B_{g}$, and $c \in B_{h}$, one has that

$$
c^{*} b^{*} b c \leq\|b\|^{2} c^{*} c .
$$

Proof. It is well known that a positive element $h$ in a $\mathrm{C}^{*}$-algebra $A$ satisfies $h \leq\|h\|$, in the sense that $v^{*}(\|h\|-h) v \geq 0$, for every $v$ in $A$. Here, we either temporarily work in the unitization of $A$, or we simply write $v^{*}(\|h\|-h) v$ to actually mean $\|h\| v^{*} v-v^{*} h v$.

Picking an approximate identity $\left\{v_{i}\right\}_{i}$ for $B_{1}$, we then have for all $i$ that,

$$
v_{i}^{*}\left(\|b\|^{2}-b^{*} b\right) v_{i} \geq 0 .
$$

So, there exists some $a_{i}$ in $B_{1}$ such that

$$
v_{i}^{*}\left(\|b\|^{2}-b^{*} b\right) v_{i}=a_{i}^{*} a_{i} .
$$



$$
\begin{aligned}
0 \leq\left(a_{i} c\right)^{*} a_{i} c=c^{*} a_{i}^{*} a_{i} c= & c^{*} v_{i}^{*}\left(\|b\|^{2}-b^{*} b\right) v_{i} c \xrightarrow{i \rightarrow \infty} c^{*}\left(\|b\|^{2}-b^{*} b\right) c= \\
& =\|b\|^{2} c^{*} c-c^{*} b^{*} b c,
\end{aligned}
$$

concluding the proof.
17.3. Proposition. Given $b$ in any $B_{g}$, the operator

$$
\lambda_{g}(b): y \in C_{c}(\mathscr{B}) \longmapsto j_{g}(b) \star y \in C_{c}(\mathscr{B})
$$

is continuous relative to the Hilbert module norm on $C_{c}(\mathscr{B})$, and hence extends to a bounded operator on $\ell^{2}(\mathscr{B})$, still denoted by $\lambda_{g}(b)$ by abuse of language, such that $\left\|\lambda_{g}(b)\right\|=\|b\|$, and which moreover satisfies

$$
\lambda_{g}(b)\left(j_{h}(c)\right)=j_{g h}(b c), \quad \forall h \in G, \quad \forall c \in B_{h} .
$$

Proof. Notice that for every $y$ in $C_{c}(\mathscr{B})$ and every $h$ in $G$, the formula for the convolution product gives

$$
\left.\lambda_{g}(b) y\right|_{h}=b y_{g^{-1} h} .
$$

Therefore, if $c$ is in $B_{h}$, then for every $k$ in $G$, we have that

$$
\left.\lambda_{g}(b)\left(j_{h}(c)\right)\right|_{k}=b j_{h}(c)_{g^{-1} k}=\delta_{h, g^{-1} k} b c=\delta_{g h, k} b c=j_{g h}(b c)_{k},
$$

proving the last assertion in the statement. Addressing the boundedness of $\lambda_{g}(b)$, given $y$ in $C_{c}(\mathscr{B})$, notice that

$$
\begin{gathered}
\left\langle\lambda_{g}(b) y, \lambda_{g}(b) y\right\rangle=\sum_{h \in G}\left(y_{g^{-1} h}\right)^{*} b^{*} b y_{g^{-1} h}= \\
=\sum_{h \in G}\left(y_{h}\right)^{*} b^{*} b y_{h} \stackrel{\text { (几G)) }}{\leq}\|b\|^{2} \sum_{h \in G}\left(y_{h}\right)^{*} y_{h}=\|b\|^{2}\langle y, y\rangle .
\end{gathered}
$$

This implies that $\left\|\lambda_{g}(b) y\right\|_{2} \leq\|b\|\|y\|_{2}$, from where we see that $\lambda_{g}(b)$ is bounded and $\left\|\lambda_{g}(b)\right\| \leq\|b\|$.

In order to prove the reverse inequality let $\xi$ be the element of $\ell^{2}(\mathscr{B})$ obtaining by mapping $b^{*}$ into $\ell^{2}(\mathscr{B})$ via $j_{g^{-1}}$. Recalling that $j_{g^{-1}}$ is an isometry, we have that $\|\xi\|_{2}=\|b\|$. We then have

$$
\lambda_{g}(b) \xi=\lambda_{g}(b) j_{g^{-1}}\left(b^{*}\right)=j_{g}(b) \star j_{g^{-1}}\left(b^{*}\right)=j_{1}\left(b b^{*}\right),
$$

so

$$
\|b\|^{2}=\left\|b^{*} b\right\|=\left\|j_{1}\left(b b^{*}\right)\right\|_{2}=\left\|\lambda_{g}(b) \xi\right\|_{2} \leq\left\|\lambda_{g}(b)\right\|\|\xi\|_{2}=\left\|\lambda_{g}(b)\right\|\|b\| .
$$

This proves that $\left\|\lambda_{g}(b)\right\| \geq\|b\|$, completing the proof.
We may now finally introduce the first nontrivial representation of our bundle.
17.4. Proposition. The collection of maps

$$
\lambda=\left\{\lambda_{g}\right\}_{g \in G}
$$

introduced above is a representation of $\mathscr{B}$ in $\mathscr{L}\left(\ell^{2}(\mathscr{B})\right)$, henceforth called the regular representation of $\mathscr{B}$.
Proof. For $b$ in any $B_{g}$, and $y, z$ in $C_{c}(\mathscr{B})$, we have

$$
\left\langle\lambda_{g}(b) y, z\right\rangle=\sum_{h \in G}\left(y_{g^{-1} h}\right)^{*} b^{*} z_{h}=\sum_{h \in G}\left(y_{h}\right)^{*} b^{*} z_{g h}=\left\langle y, \lambda_{g^{-1}}\left(b^{*}\right) z\right\rangle .
$$

Since $C_{c}(\mathscr{B})$ is dense in $\ell^{2}(\mathscr{B})$, we conclude from the above that

$$
\left\langle\lambda_{g}(b) \xi, \eta\right\rangle=\left\langle\xi, \lambda_{g^{-1}}\left(b^{*}\right) \eta\right\rangle, \quad \forall \xi, \eta \in \ell^{2}(\mathscr{B}),
$$

and hence that $\lambda_{g}(b)$ is an adjointable operator, with $\lambda_{g}(b)^{*}=\lambda_{g^{-1}}\left(b^{*}\right)$. This also proves ( 16.20 لㅓㄱ). Given $b_{g}$ in $B_{g}, b_{h}$ in $B_{h}$, and $y$ in $C_{c}(\mathscr{B})$, we have

$$
\begin{gathered}
\lambda_{g}\left(b_{g}\right)\left(\lambda_{h}\left(b_{h}\right) y\right)=j_{g}\left(b_{g}\right) \star j_{h}\left(b_{h}\right) \star y \stackrel{(1)}{=} \\
=j_{g h}\left(b_{g} b_{h}\right) \star y=\lambda_{g h}\left(b_{g} b_{h}\right) y .
\end{gathered}
$$

Again because $C_{c}(\mathscr{B})$ is dense in $\ell^{2}(\mathscr{B})$, we get $\lambda_{g}\left(b_{g}\right) \lambda_{h}\left(b_{h}\right)=\lambda_{g h}\left(b_{g} b_{h}\right)$, proving ( 16.20 d ) and concluding the proof.

By ( $\square 6.2 \mathrm{a})$ ), the regular representation of $\mathscr{B}$ gives rise to a ${ }^{*}$-homomorphism

$$
\begin{equation*}
\Lambda: C^{*}(\mathscr{B}) \rightarrow \mathscr{L}\left(\ell^{2}(\mathscr{B})\right) \tag{17.5}
\end{equation*}
$$

satisfying $\Lambda \circ \hat{\jmath}_{g}=\lambda_{g}$, for any $g$ in $G$.
17.6. Definition. The *-homomorphism $\Lambda$ defined above will be called the regular representation of $C^{*}(\mathscr{B})$, and its range, which we will denote by $C_{\text {red }}^{*}(\mathscr{B})$, will be called the reduced cross sectional $C^{*}$-algebra of $\mathscr{B}$.

We thus see that $C_{\text {red }}^{*}(\mathscr{B})$ is isomorphic to the quotient of $C^{*}(\mathscr{B})$ by the null space of $\Lambda$.


In the special case of the group bundle $\mathbb{C} \times G$, the reduced cross sectional $\mathrm{C}^{*}$-algebra is denoted $C_{\mathrm{red}}^{*}(G)$, and it is called the reduced group $C^{*}$-algebra of $G$.

The consequences of the existence of the regular representation are numerous. We begin with a technical remark which should be seen as a generalization of Fourier coefficients to Fell bundles.
17.8. Lemma. For each $g$ in $G$, there exists a contractive ${ }^{21}$ linear mapping

$$
E_{g}: C_{\mathrm{red}}^{*}(\mathscr{B}) \rightarrow B_{g},
$$

such that, for every $h$ in $G$, and every $b$ in $B_{h}$, one has that

$$
E_{g}\left(\lambda_{h}(b)\right)= \begin{cases}b, & \text { if } g=h, \\ 0, & \text { if } g \neq h .\end{cases}
$$

For any given $z$ in $C_{\text {red }}^{*}(\mathscr{B})$ we will refer to $E_{g}(z)$ as the $g^{\text {th }}$ Fourier coefficient of $z$.

Proof. The map

$$
P_{g}: y \in C_{c}(\mathscr{B}) \rightarrow y_{g} \in B_{g},
$$

is easily seen to be continuous for the Hilbert module norm, and hence it extends to a continuous mapping, also denoted $P_{g}$, from $\ell^{2}(\mathscr{B})$ to $B_{g}$.

Letting $\left\{v_{i}\right\}_{i}$ be an approximate identity for $B_{1}$, we then claim that the limit

$$
\begin{equation*}
\lim _{i} P_{g}\left(z\left(j_{1}\left(v_{i}\right)\right)\right) \tag{17.8.1}
\end{equation*}
$$

exists for every $z$ in $C_{\text {red }}^{*}(\mathscr{B})$. In order to prove our claim, let us first check it for $z=\lambda_{h}(b)$, where $h \in G$, and $b \in B_{h}$. In this case, for every $i$, we have

$$
P_{g}\left(z\left(j_{1}\left(v_{i}\right)\right)\right)=P_{g}\left(\lambda_{h}(b)\left(j_{1}\left(v_{i}\right)\right)\right)=P_{g}\left(j_{h}(b) \star j_{1}\left(v_{i}\right)\right)=
$$

[^15]$$
=P_{g}\left(j_{h}\left(b v_{i}\right)\right)=\delta_{g, h} b v_{i}
$$
where $\delta_{g, h}$ is the Kronecker symbol. Thus the limit in ( $\left.\square \boxed{Z .8 . \pi}\right)$ exists and coincides with $\delta_{g, h} b$, by ([6.4). It follows that the limit also exists for every $z$ in
$$
\sum_{h \in G} \lambda_{h}\left(B_{h}\right)=\Lambda\left(\kappa\left(C_{c}(\mathscr{B})\right)\right)
$$
which is clearly dense in $C_{\text {red }}^{*}(\mathscr{B})$. Since the operators involved in ([7.8. $\mathbb{C l}$ ) are uniformly bounded, we conclude that the above limit indeed exists for all $z$ in $C_{\text {red }}^{*}(\mathscr{B})$. We may thus define
$$
E_{g}(z)=\lim _{i} P_{g}\left(z\left(j_{1}\left(v_{i}\right)\right)\right), \quad \forall z \in C_{\mathrm{red}}^{*}(\mathscr{B})
$$
observing that the calculation above gives $E_{g}\left(\lambda_{h}(b)\right)=\delta_{g, h} b$, for all $b$ in $B_{h}$.
Finally, notice that since $\left\|P_{g}\right\|=1$, and $\left\|v_{i}\right\| \leq 1$, then
$$
\left\|E_{g}(z)\right\|=\lim _{i}\left\|P_{g}\left(z\left(j_{1}\left(v_{i}\right)\right)\right)\right\| \leq\|z\|
$$

The more technical aspects having been taken care of, we may now reap the benefits:
17.9. Proposition. Let $\mathscr{B}$ be a Fell bundle. Then:
(i) the map $\kappa: C_{c}(\mathscr{B}) \rightarrow C^{*}(\mathscr{B})$ is injective,
(ii) the $\operatorname{map} \Lambda \circ \kappa: C_{c}(\mathscr{B}) \rightarrow C_{\text {red }}^{*}(\mathscr{B})$ is injective,
(iii) there exists a $C^{*}$-seminorm on $C_{c}(\mathscr{B})$ that is a norm,
(iv) for every $g$ in $G$, the map $\hat{\jmath}_{g}: B_{g} \rightarrow C^{*}(\mathscr{B})$ is isometric,
(v) for every $g$ in $G$, the $\operatorname{map} \lambda_{g}: B_{g} \rightarrow C_{\text {red }}^{*}(\mathscr{B})$ is isometric,
(vi) $C^{*}(\mathscr{B})$ is a graded $C^{*}$-algebra, with grading subspaces $\hat{\jmath}_{g}\left(B_{g}\right)$,
(vii) $C_{\text {red }}^{*}(\mathscr{B})$ is a graded $C^{*}$-algebra, with grading subspaces $\lambda_{g}\left(B_{g}\right)$.

Proof. (ii) Given $y \in C_{c}(\mathscr{B})$ such that $\Lambda(\kappa(y))=0$, write $y=\sum_{h \in G} j_{h}\left(y_{h}\right)$. Then, for every $g$ in $G$, we have

$$
0=E_{g}(\Lambda(\kappa(y)))=\sum_{h \in G} E_{g}\left(\Lambda\left(\kappa\left(j_{h}\left(y_{h}\right)\right)\right)\right) \stackrel{(\pi \sim \mathbb{D}}{=} \sum_{h \in G} E_{g}\left(\lambda_{h}\left(y_{h}\right)\right) \stackrel{\stackrel{(8)}{=}}{=} y_{g}
$$

hence $y=0$.
(i) Follows immediately from (ii).
(iii) In view of (i), it is enough to take $p(y):=\|y\|_{\max }=\|\kappa(y)\|$.
(iv) Given $b$ in any $B_{g}$, on the one hand we have that

$$
\left\|\hat{\jmath}_{g}(b)\right\|=\left\|\kappa\left(j_{g}(b)\right)\right\|=\left\|j_{g}(b)\right\|_{\max } \stackrel{\left(\frac{(\boxed{6} \cdot 2 \pi / 3)}{\leq}\|b\|, . .\right.}{\leq}
$$

and on the other

$$
\left\|\hat{\jmath}_{g}(b)\right\| \geq\left\|\Lambda\left(\hat{\jmath}_{g}(b)\right)\right\| \stackrel{(\Omega)}{=}\left\|\lambda_{g}(b)\right\| \stackrel{(\pi)}{=}\|b\| .
$$

(v) This is just ( $[\mathbf{Z} \mathbf{3}]$ ). It is included here for comparison purposes only.
(vii) By (v) we have that each $\lambda_{g}\left(B_{g}\right)$ is a closed subspace of $C_{\text {red }}^{*}(\mathscr{B})$. To show that they are independent, suppose that

$$
\sum_{g \in G} z_{g}=0,
$$

with $z_{g} \in \lambda_{g}\left(B_{g}\right)$, the sum having only finitely many nonzero terms. For each $g$, write $z_{g}=\lambda_{g}\left(y_{g}\right)$, with $y_{g} \in B_{g}$. We may then view $y$ as an element of $C_{c}(\mathscr{B})$ and we have

$$
\Lambda(\kappa(y))=\sum_{g \in G} \Lambda\left(\kappa\left(j_{g}\left(y_{g}\right)\right)\right)=\sum_{g \in G} \lambda_{g}\left(y_{g}\right)=\sum_{g \in G} z_{g}=0,
$$

whence $y=0$ by (ii), and consequently $z_{g}=\lambda_{g}\left(y_{g}\right)=0$, for all $g$ in $G$. This shows that the $\lambda_{g}\left(B_{g}\right)$ form an independent collection of subspaces. It is then easy to see that

$$
\begin{equation*}
\bigoplus_{g \in G} \lambda_{g}\left(B_{g}\right)=\Lambda\left(\kappa\left(C_{c}(\mathscr{B})\right)\right), \tag{17.9.1}
\end{equation*}
$$

which is clearly dense in $C_{\text {red }}^{*}(\mathscr{B})$. In order to check the remaining conditions
 have that

$$
\lambda_{g}\left(B_{g}\right) \lambda_{h}\left(B_{g}\right)=\lambda_{g h}\left(B_{g h}\right),
$$

and

$$
\lambda_{g}\left(B_{g}\right)^{*}=\lambda_{g^{-1}}\left(B_{g}^{*}\right)=\lambda_{g^{-1}}\left(B_{g^{-1}}\right) .
$$

Point (vi) may be proved in a similar fashion and so it is left for the reader.

Recall from ( $\sqrt{6} 28$ ) that, given a $\mathrm{C}^{*}$-algebraic partial action of a group $G$ on a C*-algebra $A$, the crossed product $A \rtimes G$ is isomorphic to the cross sectional C*-algebra of the semi-direct product bundle. Inspired by this we may give the following:
17.10. Definition. The reduced crossed product of a $\mathrm{C}^{*}$-algebra $A$ by a partial action $\theta$ of a group $G$, denoted $A \rtimes_{\text {red }} G$, is the reduced cross sectional algebra of the corresponding semi-direct product bundle.

Applying ( $\mathbb{\pi}$ ) to semi-direct product bundles we obtain:
17.11. Corollary. Let $\theta$ be a $C^{*}$-algebraic partial action of a group $G$ on a $C^{*}$-algebra $A$. Then:
(i) the map $\kappa: A \rtimes_{\text {alg }} G \rightarrow A \rtimes G$ is injective,
(ii) the map $\Lambda \circ \kappa: A \rtimes_{\text {alg }} G \rightarrow A \rtimes_{\text {red }} G$ is injective,
(iii) there exists a $C^{*}$-seminorm on $A \rtimes_{\text {alg }} G$ that is a norm,
(iv) for every $g$ in $G$, and all $a \in D_{g}$, one has that $\left\|a \delta_{g}\right\|=\|a\|$,
(v) for every $g$ in $G$, and all $a \in D_{g}$, one has that $\left\|\Lambda\left(a \delta_{g}\right)\right\|=\|a\|$,
(vi) $A \rtimes G$ is a graded $C^{*}$-algebra, with grading subspaces $D_{g} \delta_{g}$,
(vii) $A \rtimes_{\text {red }} G$ is a graded $C^{*}$-algebra, with grading subspaces $\Lambda\left(D_{g} \delta_{g}\right)$.

We have already briefly indicated that the $E_{g}$ of ( of as Fourier coefficients. In fact, when the bundle in question is the group bundle over $\mathbb{Z}$, namely $\mathbb{C} \times \mathbb{Z}$, then the reduced cross sectional algebra is isomorphic to the algebra of all continuous functions on the unit circle. Moreover, for any such function $f$, one has that $E_{n}(f)$ coincides with the Fourier coefficient $\hat{f}(n)$.

We will now present a few results about Fell bundles which are motivated by Fourier analysis and which emphasize further similarities between these theories. Our first such result should be compared with the well known fact that the matrix of a multiplication operator on $L^{2}\left(S^{1}\right)$, relative to the standard basis, is a Laurent matrix, that is, a doubly infinite matrix with constant diagonals.
17.12. Proposition. Given $z \in C_{\text {red }}^{*}(\mathscr{B})$, one has that

$$
\left\langle j_{g}(b), z j_{h}(c)\right\rangle=b^{*} E_{g h^{-1}}(z) c,
$$

for all $g, h \in G, b \in B_{g}$, and $c \in B_{h}$.
Proof. It is clearly enough to prove the result for $z=\sum_{k \in G} \lambda_{k}\left(y_{k}\right)$, with each $y_{k} \in B_{k}$, the sum having only finitely many nonzero terms. In this case we have

$$
\begin{aligned}
& \left\langle j_{g}(b), z j_{h}(c)\right\rangle=\left\langle j_{g}(b), \sum_{k \in G} \lambda_{k}\left(y_{k}\right) j_{h}(c)\right\rangle= \\
& =\left\langle j_{g}(b), \sum_{k \in G} j_{k}\left(y_{k}\right) \star j_{h}(c)\right\rangle=\left\langle j_{g}(b), \sum_{k \in G} j_{k h}\left(y_{k} c\right)\right\rangle= \\
& =b^{*} y_{g h^{-1}} c \stackrel{(\text { (ICC)}}{=} b^{*} E_{g h^{-1}}(z) c .
\end{aligned}
$$

Another well known result in Classical Harmonic Analysis states that, if all of the Fourier coefficients of a continuous function $f$ vanish, then $f=0$. Our next result should be considered as a generalization of this fact.
17.13. Proposition. Given $z \in C_{\text {red }}^{*}(\mathscr{B})$, the following are equivalent:
(i) $E_{1}\left(z^{*} z\right)=0$,
(ii) $E_{g}(z)=0$, for every $g$ in $G$,
(iii) $z=0$.

Proof. (i) $\Rightarrow$ (iii). Given $b$ in any $B_{g}$, we have

$$
\left\langle z j_{g}(b), z j_{g}(b)\right\rangle=\left\langle j_{g}(b), z^{*} z j_{g}(b)\right\rangle \stackrel{(z)}{=} b^{*} E_{1}\left(z^{*} z\right) b=0,
$$

whence $z j_{g}(b)=0$. Since the $j_{g}(b)$ span a dense subspace of $\ell^{2}(\mathscr{B})$, we have $z=0$.
(ii) $\Rightarrow$ (iii). Given $b$ in any $B_{g}$, and $c$ in any $B_{h}$, we have

$$
\left\langle j_{g}(b), z j_{h}(c)\right\rangle=b^{*} E_{g h^{-1}}(z) c=0
$$

Since the $j_{g}\left(b_{g}\right)$ span a dense subspace of $\ell^{2}(\mathscr{B})$, we see that $z j_{h}(c)=0$. As above, this gives $z=0$.
(i) $\Leftarrow$ (iii) $\Rightarrow$ (ii). Obvious.

A very important fact in Classical Harmonic Analysis is Parseval's identity, which asserts that, for a continuous function $f$ on the unit circle $\mathbb{T}$ (in fact also for more general functions), one has that

$$
\int_{\mathbb{T}}|f(z)|^{2} d z=\sum_{n \in \mathbb{Z}}|\hat{f}(n)|^{2}
$$

We will now present a generalization of this to Fell bundles by seeing the right-hand side above in terms of our version of Fourier coefficients, while the left-hand-side is interpreted based on the fact that, in the classical case, the integral of a function coincides with its zeroth Fourier coefficient.

We begin with a preparatory result, the second part of which is a generalization of yet another important fact in Harmonic Analysis.

### 17.14. Lemma.

(a) Let $y \in C_{c}(\mathscr{B})$, and let $z=\sum_{g \in G} \lambda_{g}\left(y_{g}\right)$. Then

$$
\sum_{g \in G} E_{g}(z)^{*} E_{g}(z)=E_{1}\left(z^{*} z\right)
$$

(b) (Bessel's inequality) For every $z \in C_{\text {red }}^{*}(\mathscr{B})$, and for every finite subset $K \subseteq G$, one has that

$$
\sum_{g \in K} E_{g}(z)^{*} E_{g}(z) \leq E_{1}\left(z^{*} z\right)
$$

Proof. Initially observe that if $z$ is as in (a), then by ( $\square \mathbb{8}$ ) one has that $E_{g}(z)=y_{g}$, so the sum in (a) is actually a finite sum. We then have

$$
\begin{aligned}
& E_{1}\left(z^{*} z\right)=E_{1}\left(\sum_{g, h \in G} \lambda_{g}\left(y_{g}\right)^{*} \lambda_{h}\left(y_{h}\right)\right) \stackrel{\left(\sum_{g}\right)}{=} E_{1}\left(\sum_{g \in G} \lambda_{g^{-1} h}\left(y_{g}^{*} y_{h}\right)\right) \stackrel{(1)}{=} \\
& =\sum_{g \in G} y_{g}^{*} y_{g}=\sum_{g \in G} E_{g}(z)^{*} E_{g}(z),
\end{aligned}
$$

proving (a). In order to prove (b), assume first that $z$ is as in (a). Then it is clear that for every finite set $K \subseteq G$, one has that

$$
E_{1}\left(z^{*} z\right) \stackrel{(a)}{=} \sum_{g \in G} E_{g}(z)^{*} E_{g}(z) \geq \sum_{g \in K} E_{g}(z)^{*} E_{g}(z)
$$

Since the set of elements $z$ considered above is dense in $C_{\text {red }}^{*}(\mathscr{B})$, and since both the left- and the right-hand expressions above represent continuous functions of the variable $z$, the result follows by taking limits.

We now wish to show that the conclusion in (LI.14.a) in fact holds for every $z$ in $C_{\text {red }}^{*}(\mathscr{B})$. Evidently the sum might now have infinitely many nonzero terms, so we need to discuss the kind of convergence to be expected. We will see that unconditional, rather than absolute convergence is the appropriate notion to be used here.

Recall that a series $\sum_{i \in I} x_{i}$ in a Banach space is said to be unconditionally convergent with sum $s$ if, for every $\varepsilon>0$, there exists a finite set $F_{0} \subseteq I$, such that for every finite set $F \subseteq I$, with $F_{0} \subseteq F$, one has that

$$
\left\|s-\sum_{i \in F} x_{i}\right\|<\varepsilon .
$$

This is equivalent to saying that $s$ is the limit of the net $\left\{\sum_{i \in F} x_{i}\right\}_{F}$, indexed by the directed set formed by all finite subsets $F \subseteq I$, ordered by inclusion.
17.15. Proposition. (Parseval's identity) For every $z$ in $C_{\mathrm{red}}^{*}(\mathscr{B})$, one has that

$$
\sum_{g \in G} E_{g}(z)^{*} E_{g}(z)=E_{1}\left(z^{*} z\right),
$$

where the series converges unconditionally.
Proof. Given a finite subset $K \subseteq G$, write $K=\left\{g_{1}, g_{2}, \ldots, g_{n}\right\}$, and let us consider the mapping

$$
E_{K}: z \in C_{\mathrm{red}}^{*}(\mathscr{B}) \mapsto\left(\begin{array}{cccc}
E_{g_{1}}(z) & 0 & \ldots & 0 \\
E_{g_{2}}(z) & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
E_{g_{n}}(z) & 0 & \ldots & 0
\end{array}\right) \in M_{n}\left(C_{\text {red }}^{*}(\mathscr{B})\right),
$$

where, as usual, we are identifying each $B_{g}$ as a subspace of $C_{\text {red }}^{*}(\mathscr{B})$ via the regular representation. It is evident that $E_{K}$ is a linear mapping, and we claim that it is contractive. In fact, given $z$ in $C_{\text {red }}^{*}(\mathscr{B})$, we have that

$$
\begin{gathered}
\left\|E_{K}(z)\right\|^{2}=\left\|E_{K}(z)^{*} E_{K}(z)\right\|=\left\|\sum_{g \in K} E_{g}(z)^{*} E_{g}(z)\right\| \stackrel{(\sqrt{c})}{\leq} \\
\leq\left\|E_{1}\left(z^{*} z\right)\right\| \stackrel{\left(z^{*} z\|=\| z \|^{2},\right.}{\leq}
\end{gathered}
$$

proving our claim. Given $z, z_{0} \in C_{\text {red }}^{*}(\mathscr{B})$, we then have that

$$
\left\|E_{K}(z)^{*} E_{K}(z)-E_{K}\left(z_{0}\right)^{*} E_{K}\left(z_{0}\right)\right\| \leq\|z\|\left\|z-z_{0}\right\|+\left\|z-z_{0}\right\|\left\|z_{0}\right\|,
$$

from where one sees that the collection of (non-linear) functions

$$
\left\{E_{K}(\cdot)^{*} E_{K}(\cdot): K \subseteq G,|K|<\infty\right\}
$$

is equicontinuous. Observe that each function in the above set takes values in the $(1,1)$ upper left corner of our matrix algebra. Moreover, for every $z$ in $C_{\text {red }}^{*}(\mathscr{B})$, we have that

$$
\left(E_{K}(z)^{*} E_{K}(z)\right)_{1,1}=\sum_{g \in K} E_{g}(z)^{*} E_{g}(z) .
$$

 $E_{1}\left(z^{*} z\right)$ on the dense set formed by the finite sums, as in ( $\sim$ [.].al). Being equicontinuous, it therefore converges to $E_{1}\left(z^{*} z\right)$, for every $z$ in $C_{\text {red }}^{*}(\mathscr{B})$.

Notes and remarks. The construction of the reduced cross sectional algebra of a Fell bundle was introduced in [ [8] in analogy with the reduced crossed products defined for $\mathrm{C}^{*}$-dynamical systems, and McClanahan's reduced partial crossed products [ [ $]$, Section 3]. Our approach involves representations on Hilbert modules, rather than Hilbert spaces, allowing us to focus on a single representation at the expense of a bit more abstraction.

## 18. FELL'S ABSORPTION PRINCIPLE

The classical version of Fell's absorption principle ${ }^{22}$ [國, Theorem 2.5.5] states that the tensor product of any unitary group representation by the left-regular representation is weakly-contained in the left-regular representation. The main goal of this chapter is to prove a version of this powerful principle for Fell bundles.

In order to set up the context let us first introduce our notation for the left regular representation of the group $G$ : we will denote by $\left\{e_{g}\right\}_{g \in G}$ the canonical basis of $\ell^{2}(G)$, and by $\lambda^{G}$ the regular representation of $G$ on $\ell^{2}(G)$, so that

$$
\lambda_{g}^{G}\left(e_{h}\right)=e_{g h}, \quad \forall g, h \in G .
$$

Our slightly unusual choice of notation " $\lambda^{G}$ ", as opposed to " $\lambda$ ", is due to a potential conflict between this and our previous notation for the regular representation of a Fell bundle introduced in ([世, 4).

Given a Fell bundle

$$
\mathscr{B}=\left\{B_{g}\right\}_{g \in G}
$$

and a representation $\pi=\left\{\pi_{g}\right\}_{g \in G}$ of $\mathscr{B}$ on a Hilbert space $H$, let us consider another representation of $\mathscr{B}$, this time on $H \otimes \ell^{2}(G)$, by putting

$$
\left(\pi_{g} \otimes \lambda^{G}\right)(b)=\pi_{g}(b) \otimes \lambda_{g}^{G}, \quad \forall b \in B_{g} .
$$

It is an easy exercise to check that

$$
\begin{equation*}
\pi \otimes \lambda^{G}:=\left\{\pi_{g} \otimes \lambda_{g}^{G}\right\}_{g \in G} \tag{18.1}
\end{equation*}
$$

is indeed a ${ }^{*}$-representation of $\mathscr{B}$. The integrated form of $\pi \otimes \lambda^{G}$, according to ( $[6.2 \mathrm{q}$ ), is then a *-representation

$$
\begin{equation*}
\varphi: C^{*}(\mathscr{B}) \rightarrow \mathscr{L}\left(H \otimes \ell^{2}(G)\right) \tag{18.2}
\end{equation*}
$$

satisfying

$$
\begin{equation*}
\varphi\left(\hat{\jmath}_{g}(b)\right)=\pi_{g}(b) \otimes \lambda_{g}^{G}, \quad \forall g \in G, \quad \forall b \in B_{g} . \tag{18.3}
\end{equation*}
$$

[^16]18.4. Proposition. (Fell's absorption principle for Fell bundles). Let $\pi$ be a representation of the Fell bundle $\mathscr{B}$ on a Hilbert space H. Also let $\varphi$ be the integrated form of the representation $\pi \otimes \lambda^{G}$ described above. Then $\varphi$ vanishes on the kernel of the regular representation $\Lambda$, and hence factors through $C_{\text {red }}^{*}(\mathscr{B})$, providing a representation $\psi$ of the latter,

such that $\psi \circ \Lambda=\varphi$. In addition, if $\pi_{1}$ is faithful, then $\psi$ is also faithful.
Proof. Consider the linear mapping $F$ from $\mathscr{L}\left(H \otimes \ell^{2}(G)\right)$ into itself sending each bounded operator to its diagonal relative to the decomposition
$$
H \otimes \ell^{2}(G)=\bigoplus_{g \in G} H \otimes e_{g}
$$

To be precise,

$$
F(T)=\sum_{g \in G} P_{g} T P_{g}, \quad \forall T \in \mathscr{L}\left(H \otimes \ell^{2}(G)\right)
$$

where each $P_{g}$ is the orthogonal projection onto $H \otimes e_{g}$, and the sum is interpreted in the strong operator topology. It is a well known fact that $F$ is a conditional expectation ${ }^{23}$ onto the algebra of diagonal operators, which is moreover faithful. We next claim that

$$
\begin{equation*}
F(\varphi(y))=\pi_{1}\left(E_{1}(\Lambda(y))\right) \otimes 1, \quad \forall y \in C^{*}(\mathscr{B}) \tag{18.4.1}
\end{equation*}
$$

Since both sides represent continuous linear maps on $C^{*}(\mathscr{B})$, it is enough to check it for $y=\hat{\jmath}_{g}(b)$, where $b \in B_{g}$. In this case we have

In the last step above we have used the fact that

$$
\left(\pi_{g}(b) \otimes \lambda_{g}^{G}\right)\left(H \otimes e_{h}\right) \subseteq H \otimes e_{g h}, \quad \forall h \in G
$$

[^17]so that $\pi_{g}(b) \otimes \lambda_{g}^{G}$ has zero diagonal entries when $g \neq 1$ ，while it is a diagonal operator when $g=1$ ．Focusing now on the right－hand－side of（뚀．4．$)$ ，we have
$$
\pi_{1}\left(E_{1}(\Lambda(y))\right)=\pi_{1}\left(E_{1}\left(\Lambda\left(\hat{\jmath}_{g}(b)\right)\right)\right) \stackrel{(\stackrel{\pi}{\pi})}{=} \pi_{1}\left(E_{1}\left(\lambda_{g}(b)\right)\right) \stackrel{(\mathbb{S})}{=} \delta_{g, 1} \pi_{1}(b),
$$
hence proving（［8．4．0］）．
Given $y$ in $C^{*}(\mathscr{B})$ such that $\Lambda(y)=0$ ，we then have that $\Lambda\left(y^{*} y\right)=0$ ，so （뚀．4．${ }^{\text {（ })}$ gives
$$
0=F\left(\varphi\left(y^{*} y\right)\right)=F\left(\varphi(y)^{*} \varphi(y)\right)
$$
which implies that $\varphi(y)=0$ ，since $F$ is faithful．This proves that $\varphi$ vanishes on the kernel of $\Lambda$ ．

Assuming that $\pi_{1}$ is faithful，we will prove that the kernel of $\Lambda$ in fact coincides with the kernel of $\varphi$ ，from where the last sentence of the statement will follow．We have already seen above that $\operatorname{Ker}(\Lambda) \subseteq \operatorname{Ker}(\varphi)$ ，so we need only prove the reverse inclusion．Assuming that $\varphi(y)=0$ ，we deduce from （뚀．4）that $\pi_{1}\left(E_{1}\left(\Lambda\left(y^{*} y\right)\right)\right)=0$ ，and since $\pi_{1}$ is faithful，also that

$$
0=E_{1}\left(\Lambda\left(y^{*} y\right)\right)=E_{1}\left(\Lambda(y)^{*} \Lambda(y)\right)
$$

From（ $\square$
Recall from［四，Section 3．3］that if $A$ and $B$ are $\mathrm{C}^{*}$－algebras，then the algebraic tensor product $A \odot B$ may have many different $\mathrm{C}^{*}$－norms，the smaller of which，usually denoted by $\|\cdot\|_{\min }$ ，is called the minimal or spa－ tial tensor norm，while the biggest one，usually denoted by $\|\cdot\|_{\max }$ ，is called the maximal norm．

Accordingly，we denote by $A \otimes_{\min } B$ and $A \otimes_{\max } B$ ，the completions of $A \odot B$ under $\|\cdot\|_{\text {min }}$ and $\|\cdot\|_{\text {max }}$ ，respectively．These are often referred to as the minimal and maximal tensor products of $A$ and $B$ ．

If $A$ and $B$ are faithfully represented on Hilbert spaces $H$ and $K$ ，respec－ tively，then the natural representation of $A \odot B$ on $H \otimes K$ is isometric for the minimal norm，and this is precisely the reason why this norm is also called the spatial norm．See［⿴囗 $\left[\begin{array}{l}\text { ］for a comprehensive study of tensor products of }\end{array}\right.$ $\mathrm{C}^{*}$－algebras．

In our next result we use the minimal tensor product to give a slightly different，but sometimes more useful way to state Fell＇s absorption principle：
18．5．Corollary．Let $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ be a Fell bundle and let $\pi=\left\{\pi_{g}\right\}_{g \in G}$ be a ${ }^{*}$－representation of $\mathscr{B}$ in a $C^{*}$－algebra $A$ ．Then there is a ${ }^{*}$－homomor－ phism

$$
\psi: C_{\mathrm{red}}^{*}(\mathscr{B}) \rightarrow A \underset{\min }{\otimes} C_{\mathrm{red}}^{*}(G),
$$

such that

$$
\psi\left(\lambda_{g}(b)\right)=\pi_{g}(b) \otimes \lambda_{g}^{G}, \quad \forall g \in G, \quad \forall b \in B_{g} .
$$

Moreover，if $\pi_{1}$ is faithful，then so is $\psi$ ．

## 18．FELL＇S ABSORPTION PRINCIPLE

Proof．Supposing，without loss of generality，that $A$ is an algebra of operators on a Hilbert space $H$ ，we may view $\pi$ as a representation of $\mathscr{B}$ on $H$ ．Letting $\varphi$ and $\psi$ be as in（［区．4），we have for all $b$ in any $B_{g}$ ，that

$$
\psi\left(\lambda_{g}(b)\right)=\psi\left(\Lambda\left(\hat{\jmath}_{g}(b)\right)\right)=\varphi\left(\hat{\jmath}_{g}(b)\right)=\pi_{g}(b) \otimes \lambda_{g}^{G}
$$

as required．Observing that $C_{\text {red }}^{*}(G)$ is precisely the subalgebra of operators on $\ell^{2}(G)$ generated by the range of the left－regular representation $\lambda^{G}$ ，we see from the above computation that $\psi\left(\lambda_{g}(b)\right)$ lies in the spatial tensor product of $A$ by $C_{\text {red }}^{*}(G)$ ，which，by［四，Theorem 3．3．11］，is isomorphic to $A \otimes_{\min } C_{\mathrm{red}}^{*}(G)$ ． We may then view $\psi$ as a map from $C_{\text {red }}^{*}(\mathscr{B})$ to $A \otimes_{\text {min }} C_{\text {red }}^{*}(G)$ ，as needed． Finally，assuming that $\pi_{1}$ is faithful，（［8］）implies that $\psi$ is also faithful．

Fell＇s absorption principle may be used to produce a variety of maps simultaneously involving the full and the reduced cross－sectional C＊－algebras， such as the following：

18．6．Proposition．Given a Fell bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ ，there exists an injective＊－homomorphism

$$
\tau: C_{\mathrm{red}}^{*}(\mathscr{B}) \rightarrow C^{*}(\mathscr{B}) \underset{\min }{\otimes} C_{\mathrm{red}}^{*}(G),
$$

such that

$$
\tau\left(\lambda_{g}(b)\right)=\hat{\jmath}_{g}(b) \otimes \lambda_{g}^{G}, \quad \forall g \in G, \quad \forall b \in B_{g}
$$

Proof．Apply（
A similar result is as follows：
18．7．Proposition．Given a Fell bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ ，there exists an injective＊－homomorphism

$$
\sigma: C_{\mathrm{red}}^{*}(\mathscr{B}) \rightarrow C_{\mathrm{red}}^{*}(\mathscr{B}) \underset{\min }{\otimes} C_{\mathrm{red}}^{*}(G),
$$

such that

$$
\sigma\left(\lambda_{g}(b)\right)=\lambda_{g}(b) \otimes \lambda_{g}^{G}, \quad \forall g \in G, \quad \forall b \in B_{g}
$$

Proof．Apply（［8．⿹\zh26）to $\pi=\lambda$ ．
A very interesting question arises when one replaces the minimal tensor product by the maximal one in（［区．7）．To be precise，given a Fell bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ ，for each $g$ in $G$ ，consider the mapping

$$
\mu_{g}: B_{g} \rightarrow C_{\mathrm{red}}^{*}(\mathscr{B}) \underset{\max }{\otimes} C_{\mathrm{red}}^{*}(G),
$$

given by

$$
\mu_{g}(b)=\lambda_{g}(b) \otimes \lambda_{g}^{G}, \quad \forall b \in B_{g} .
$$

It is easy to see that $\mu=\left\{\mu_{g}\right\}_{g \in G}$ is a *-representation of $\mathscr{B}$, the integrated form of which is then a *-homomorphism

$$
\begin{equation*}
\mathscr{S}: C^{*}(\mathscr{B}) \rightarrow C_{\mathrm{red}}^{*}(\mathscr{B}) \underset{\max }{\otimes} C_{\mathrm{red}}^{*}(G), \tag{18.8}
\end{equation*}
$$

satisfying

$$
\mathscr{S}\left(\hat{\jmath}_{g}(b)\right)=\lambda_{g}(b) \otimes \lambda_{g}^{G}, \quad \forall b \in B_{g} .
$$

Observe that the right-hand side of the above expression is identical to the expression defining $\sigma$ in ( $\boxed{\boxed{8} .7 \text { ), although there we used the minimal }}$ tensor product, while here we are using the maximal one. In any case, since the above formula for $\mathscr{S}$ involves not one, but two regular representations, one is left wandering whether or not it factors through the reduced crosssectional algebra. The answer is a bit surprising: we will prove below that $\mathscr{S}$ is injective!
18.9. Proposition. Given any Fell bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$, there exists an injective *-homomorphism

$$
\mathscr{S}: C^{*}(\mathscr{B}) \rightarrow C_{\text {red }}^{*}(\mathscr{B}) \underset{\max }{\otimes} C_{\mathrm{red}}^{*}(G),
$$

such that

$$
\mathscr{S}\left(\hat{\jmath}_{g}(b)\right)=\lambda_{g}(b) \otimes \lambda_{g}^{G}, \quad \forall b \in B_{g} .
$$

Proof. The proof will of course consist in verifying that the map $\mathscr{S}$ introduced in ( $\mathbb{\square} \mathbb{8}$ ) is injective. Choose a faithful representation $\rho$ of $C^{*}(\mathscr{B})$ on a Hilbert space $H$, and apply (뚀) to $\rho \circ \hat{\jmath}$, obtaining a faithful representation

$$
\psi: C_{\mathrm{red}}^{*}(\mathscr{B}) \rightarrow \mathscr{L}(H) \underset{\min }{\otimes} C_{\mathrm{red}}^{*}(G) \subseteq \mathscr{L}\left(H \otimes \ell^{2}(G)\right),
$$

such that

$$
\begin{equation*}
\psi\left(\lambda_{g}(b)\right)=\rho\left(\hat{\jmath}_{g}(b)\right) \otimes \lambda_{g}^{G}, \quad \forall b \in B_{g} . \tag{18.9.1}
\end{equation*}
$$

Let $r^{G}$ be the right regular representation of $G$ on $\ell^{2}(G)$, given on the standard orthonormal basis $\left\{e_{g}\right\}_{g \in G}$ of $\ell^{2}(G)$ by

$$
r_{g}^{G}\left(e_{h}\right)=e_{h g^{-1}}, \quad \forall g, h \in G .
$$

We claim that there exist a *-representation

$$
\tilde{r}^{G}: C_{\mathrm{red}}^{*}(G) \rightarrow \mathscr{L}\left(H \otimes \ell^{2}(G)\right),
$$

such that

$$
\tilde{r}^{G}\left(\lambda_{g}^{G}\right)=1 \otimes r_{g}^{G}, \quad \forall g \in G
$$

To see this, consider the unitary operator $U$ on $H \otimes \ell^{2}(G)$ given by

$$
U\left(\xi \otimes e_{g}\right)=\xi \otimes e_{g^{-1}}, \quad \forall \xi \in H, \quad \forall g \in G
$$
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Then, for every $g, h \in G$, and $\xi \in H$, we have

$$
\begin{gathered}
U^{*}\left(1 \otimes \lambda_{g}^{G}\right) U\left(\xi \otimes e_{h}\right)=U^{*}\left(i d \otimes \lambda_{g}^{G}\right)\left(\xi \otimes e_{h^{-1}}\right)=U^{*}\left(\xi \otimes e_{g h^{-1}}\right)= \\
=\xi \otimes e_{h g^{-1}}=\left(1 \otimes r_{g}^{G}\right)\left(\xi \otimes e_{h}\right)
\end{gathered}
$$

so $U^{*}\left(1 \otimes \lambda_{g}^{G}\right) U=1 \otimes r_{g}^{G}$, for all $g$ in $G$, and the desired representation may then be defined by

$$
\tilde{r}^{G}(x)=U^{*}(1 \otimes x) U, \quad \forall x \in C_{\mathrm{red}}^{*}(G) .
$$

It is easy to see that the range of $\psi$ commutes with the range of $\tilde{r}^{G}$, so by the universal property of the maximal norm [國, Theorem 3.3.7], we get a representation

$$
\psi \times \tilde{r}^{G}: C_{\mathrm{red}}^{*}(\mathscr{B}) \underset{\max }{\otimes} C_{\mathrm{red}}^{*}(G) \rightarrow \mathscr{L}\left(H \otimes \ell^{2}(G)\right),
$$

such that

$$
\left(\psi \times \tilde{r}^{G}\right)(x \otimes y)=\psi(x) \tilde{r}^{G}(y), \quad \forall x \in C_{\mathrm{red}}^{*}(\mathscr{B}), \quad \forall y \in C_{\mathrm{red}}^{*}(G) .
$$

Consider the map $\varphi$ defined to be the composition

$$
\varphi: C^{*}(\mathscr{B}) \xrightarrow{\mathscr{S}} C_{\mathrm{red}}^{*}(\mathscr{B}) \underset{\max }{\otimes} C_{\mathrm{red}}^{*}(G) \xrightarrow{\psi \times \tilde{r}^{G}} \mathscr{L}\left(H \otimes \ell^{2}(G)\right),
$$

and observe that, for $b$ in any $B_{g}$, we have that

$$
\begin{aligned}
\varphi\left(\hat{\jmath}_{g}(b)\right) & =\left(\psi \times \tilde{r}^{G}\right)\left(\mathscr{S}\left(\hat{\jmath}_{g}(b)\right)\right)=\left(\psi \times \tilde{r}^{G}\right)\left(\lambda_{g}(b) \otimes \lambda_{g}^{G}\right) \stackrel{(\stackrel{\boxed{Q Q}}{=})}{=} \\
& =\left(\rho\left(\hat{\jmath}_{g}(b)\right) \otimes \lambda_{g}^{G}\right)\left(1 \otimes r_{g}^{G}\right)=\rho\left(\hat{\jmath}_{g}(b)\right) \otimes \lambda_{g}^{G} r_{g}^{G} .
\end{aligned}
$$

Notice that the above operator, when applied to a vector of the form $\xi \otimes e_{1}$, with $\xi \in H$, produces

$$
\left.\varphi\left(\hat{\jmath}_{g}(b)\right)\right|_{\xi \otimes e_{1}}=\rho\left(\hat{\jmath}_{g}(b)\right) \xi \otimes e_{1} .
$$

Since the $\hat{\jmath}_{g}(b)$ span a dense subset of $C^{*}(\mathscr{B})$, we conclude that

$$
\left.\varphi(y)\right|_{\xi \otimes e_{1}}=\rho(y) \xi \otimes e_{1}, \quad \forall y \in C^{*}(\mathscr{B}), \quad \forall \xi \in H
$$

Therefore, assuming that $\mathscr{S}(y)=0$, for some $y$ in $C^{*}(\mathscr{B})$, we also have $\varphi(y)=0$, whence $\rho(y) \xi=0$, for all $\xi$ in $H$, so $\rho(y)=0$. Since $\rho$ was supposed to be injective on $C^{*}(\mathscr{B})$, we deduce that $y=0$. This proves that $\mathscr{S}$ is injective.

Notes and remarks. Proposition ( $\square \mathbf{\pi - 0})$ first appeared in [ $\square$, Theorem 6.2]. It is based on an idea verbally suggested to me by Eberhard Kirchberg at the CRM in Barcelona, in 2011.

## 19. GRADED $\mathrm{C}^{*}$-ALGEBRAS

We have seen in ( $[7.9$ vidviil) that a Fell bundle $\mathscr{B}$ gives rise to two graded C*-algebras, namely

$$
C^{*}(\mathscr{B}), \quad \text { and } \quad C_{\text {red }}^{*}(\mathscr{B}) .
$$

It is not hard to see that the Fell bundles obtained by disassembling these two algebras, as in ([6.3), are both isomorphic to the original Fell bundle $\mathscr{B}$. Since there are situations in which $C^{*}(\mathscr{B})$ and $C_{\text {red }}^{*}(\mathscr{B})$ are not isomorphic ${ }^{24}$, we see that the correspondence between Fell bundles and graded $\mathrm{C}^{*}$-algebras is not a perfect one. The goal of this chapter is thus to study this rather delicate relationship.

Given a graded $\mathrm{C}^{*}$-algebra $B$ with associated Fell bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$, by ( 66.2 d ) we see that there is a unique $\mathrm{C}^{*}$-algebra epimorphism

$$
\varphi: C^{*}(\mathscr{B}) \rightarrow B
$$

which is the identity on each $B_{g}$ (identified both with a subspace of $C^{*}(\mathscr{B})$ and of $B$ in the natural way). This says that $C^{*}(\mathscr{B})$ is, in a sense, the biggest $\mathrm{C}^{*}$-algebra whose associated Fell bundle is $\mathscr{B}$. Our next result will show that the reduced cross sectional algebra is on the other extreme of the range. It is also a very economical way to show a $\mathrm{C}^{*}$-algebra to be graded.
19.1. Theorem. Let $B$ be a $C^{*}$-algebra and assume that for each $g$ in a group $G$, there is associated a closed linear subspace $B_{g} \subseteq B$ such that, for all $g$ and $h$ in $G$, one has
(i) $B_{g} B_{h} \subseteq B_{g h}$,
(ii) $B_{g}^{*}=B_{g^{-1}}$,
(iii) $\sum_{g \in G} B_{g}$ is dense in $B$.

Assume, in addition, that there is a bounded linear map

$$
F: B \rightarrow B_{1},
$$

[^18]such that $F$ is the identity map on $B_{1}$, and that $F$ vanishes on each $B_{g}$, for $g \neq 1$. Then
(a) The $B_{g}$ are independent and hence $\left\{B_{g}\right\}_{g \in G}$ is a grading for $B$.
(b) $F$ is a conditional expectation onto $B_{1}$.
(c) If $\mathscr{B}$ denotes the associated Fell bundle, then there exists a $C^{*}$-algebra epimorphism
$$
\psi: B \rightarrow C_{\mathrm{red}}^{*}(\mathscr{B})
$$
such that $\psi(b)=\lambda_{g}(b)$, for each $g$ in $G$, and each $b$ in $B_{g}$.
Proof. If $x=\sum_{g \in G} b_{g}$ is a finite sum ${ }^{25}$ with $b_{g} \in B_{g}$, then
$$
x^{*} x=\sum_{g, h \in G} b_{g}^{*} b_{h}=\sum_{k \in G}\left(\sum_{g \in G} b_{g}^{*} b_{g k}\right)
$$

Observing that $b_{g}^{*} b_{g k}$ lies in $B_{k}$, we see that

$$
F\left(x^{*} x\right)=\sum_{g \in G} b_{g}^{*} b_{g}
$$

Therefore, if $x=0$, then each $b_{g}=0$, which shows the independence of the $B_{g}$ 's. This also shows that $F$ is positive.

Given $a$ in $B_{1}$, it is easy to see that

$$
F(a x)=a F(x), \quad \text { and } \quad F(x a)=F(x) a, \quad \forall x \in B
$$

by first checking on finite sums, as above. So, apart from contractivity, (b) is proven.

Define a right pre-Hilbert $B_{1}$-module structure on $B$ via the $B_{1}$-valued inner product

$$
\langle x, y\rangle=F\left(x^{*} y\right), \quad \forall x, y \in B
$$

For $b, x \in B$, using the positivity of $F$, we have that

$$
\langle b x, b x\rangle=F\left(x^{*} b^{*} b x\right) \leq\|b\|^{2} F\left(x^{*} x\right)=\|b\|^{2}\langle x, x\rangle
$$

So, the left multiplication operators

$$
L_{b}: x \in B \mapsto b x \in B
$$

are bounded and hence extend to the completion $X$ of $B$ (after moding out vectors of norm zero). It is then easy to show that

$$
L: b \in B \mapsto L_{b} \in \mathscr{L}(X)
$$

[^19]is a $\mathrm{C}^{*}$-algebra homomorphism. Let
$$
x=\sum_{g \in G} b_{g}, \quad \text { and } \quad y=\sum_{g \in G} c_{g}
$$
be finite sums with $b_{g}, c_{g} \in B_{g}$, and regard both $x$ and $y$ as elements of $X$. We then have
$$
\langle x, y\rangle=F\left(\sum_{g, h \in G} b_{g}^{*} c_{h}\right)=\sum_{g \in G} b_{g}^{*} c_{g}=\left\langle\sum_{g \in G} j_{g}\left(b_{g}\right), \sum_{g \in G} j_{g}\left(c_{g}\right)\right\rangle
$$
where the last inner product is that of $\ell^{2}(\mathscr{B})$. This is the key ingredient in showing that the formula
$$
U\left(\sum_{g \in G} b_{g}\right)=\sum_{g \in G} j_{g}\left(b_{g}\right)
$$
may be used to define an isometry of Hilbert $B_{1}$-modules
$$
U: X \rightarrow \ell^{2}(\mathscr{B})
$$

Here it is important to remark that the continuity of $F$ ensures that the set of finite sums $\sum_{g \in G} b_{g}$ is not only dense in $B$ but also in $X$. For $b$ in $B_{g}$ and $c$ in $B_{h}$ we have

$$
U L_{b}(c)=U(b c)=j_{g h}(b c)=j_{g}(b) \star j_{h}(c)=\lambda_{g}(b) j_{h}(c)=\lambda_{g}(b) U(c)
$$

Since the finite sums $\sum_{h \in G} c_{h}$ are dense in $X$, as observed above, we conclude that

$$
U L_{b} U^{*}=\lambda_{g}(b)
$$

This implies that, for all $b$ in any $B_{g}$, the operator $U L_{b} U^{*}$ belongs to $C_{\text {red }}^{*}(\mathscr{B})$, and hence the same holds for an arbitrary $b$ in $B$. This defines a map

$$
\psi: b \in B \mapsto U L_{b} U^{*} \in C_{\mathrm{red}}^{*}(\mathscr{B})
$$

which satisfies the requirements in (c).
The only remaining task, the proof of the contractivity of $F$, now follows easily because $F=E_{1} \circ \psi$, where $E_{1}$ is given by (■โ. $)$.

The map $\psi$, above, should be thought of as a generalized regular representation of $B$.

From now on we will be mostly interested in graded algebras possessing a conditional expectation, so we make the following:
19.2. Definition. A C*-grading $\left\{B_{g}\right\}_{g \in G}$ on the $\mathrm{C}^{*}$-algebra $B$ is said to be a topological grading if there exists a (necessarily unique) conditional expectation of $B$ onto $B_{1}$, vanishing on all $B_{g}$, for $g \neq 1$, as in ([.].]).
19.3. Proposition. If $\mathscr{B}$ is a Fell bundle, then $\operatorname{both} C^{*}(\mathscr{B})$ and $C_{\text {red }}^{*}(\mathscr{B})$ are topologically graded $C^{*}$-algebras.

Proof. With respect to $C_{\text {red }}^{*}(\mathscr{B})$, notice that the mapping $E_{1}: C_{\text {red }}^{*}(\mathscr{B}) \rightarrow B_{1}$ given by ( $\mathbb{L} / 8$ ) is a conditional expectation by ( $\mathbb{\square}$ ), clearly satisfying all of the required conditions.

The statement for $C^{*}(\mathscr{B})$ follows immediately by taking the conditional expectation

$$
C^{*}(\mathscr{B}) \xrightarrow{\Lambda} C_{\text {red }}^{*}(\mathscr{B}) \xrightarrow{E_{1}} B_{1} .
$$

Not all graded $\mathrm{C}^{*}$-algebras are topologically graded, as the following example shows: suppose that $X$ is a closed subset of the unit circle $\mathbb{T}$, and let $z$ be the standard generator of the algebra $C(X)$, namely the inclusion function $X \hookrightarrow \mathbb{C}$. Letting

$$
B_{n}=\mathbb{C} z^{n}, \quad \forall n \in \mathbb{Z},
$$

it is easy to see that $B_{n} B_{m} \subseteq B_{n+m}$, and $B_{n}^{*}=B_{-n}$. In order to decide whether or not the $B_{n}$ are linearly independent subspaces of $C(X)$, suppose that a finite sum $\sum_{n \in \mathbb{Z}} b_{n}=0$, where each $b_{n} \in B_{n}$. Write $b_{n}=a_{n} z^{n}$, for some scalar $a_{n}$, so that

$$
\sum_{n \in \mathbb{Z}} b_{n}=\sum_{n \in \mathbb{Z}} a_{n} z^{n}=: p,
$$

which is to say that $p$ is a trigonometric polynomial. The condition that we need, namely

$$
p=0 \quad \Rightarrow \quad\left(\forall n \in \mathbb{Z}, a_{n}=0\right)
$$

does not always hold, as $X$ could be contained in the set of roots of $p$, but if we assume that $X$ is infinite, the above implication is clearly true. In this case the $B_{n}$ are linearly independent and so $\left\{B_{n}\right\}_{n \in \mathbb{Z}}$ is a grading for $C(X)$.

We claim that when $X$ is a proper infinite subset of $\mathbb{T}$, we do not have a topological grading. To see this, assume the contrary, which is to say that there exists a continuous conditional expectation $F: C(X) \rightarrow \mathbb{C}$, such that

$$
F\left(\sum_{n \in \mathbb{Z}} a_{n} z^{n}\right)=a_{0}
$$

for every trigonometric polynomial $\sum_{n \in \mathbb{Z}} a_{n} z^{n}$. Equivalently

$$
\begin{equation*}
F\left(\left.p\right|_{X}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} p\left(e^{i t}\right) d t \tag{19.4}
\end{equation*}
$$

for every trigonometric polynomial $p$, but since these are dense in $C(\mathbb{T})$, the above integral formula holds for every $p$ in $C(\mathbb{T})$.

Since we are assuming that $X$ is not the whole of $\mathbb{T}$, we may use Tietze's extension Theorem to obtain a nonzero, positive $p \in C(\mathbb{T})$, vanishing on $X$. Plugging $p$ into ( $[.4 .4$ ) will then bring about a contradiction, thus proving that our grading does not admit a conditional expectation.

Recalling our discussion about $C^{*}(\mathscr{B})$ being the biggest graded algebra for a given Fell bundle, we now see that $C_{\text {red }}^{*}(\mathscr{B})$ is the smallest such, at least among topologically graded algebras.

Summarizing we obtain the following important consequence of ( $[9 / \mathbb{C l}$ ) and the remark preceding the statement of (
19.5. Theorem. Let $B$ be a topologically graded $C^{*}$-algebra with grading $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$. Then there exists a commutative diagram of surjective ${ }^{*}$ homomorphism:


Another important consequence of ( $\mathbb{T - D}$ ) is the existence of Fourier coefficients in topologically graded algebras as follows:
19.6. Corollary. Let $B$ be a topologically graded $C^{*}$-algebra with grading $\left\{B_{g}\right\}_{g \in G}$. Then, for every $g$ in $G$, there exists a contractive linear map

$$
F_{g}: B \rightarrow B_{g},
$$

such that, for all finite sums $x=\sum_{g \in G} b_{g}$, with $b_{g} \in B_{g}$, one has $F_{g}(x)=b_{g}$. Moreover, given $h \in G$, and $b \in B_{h}$, one has that

$$
F_{g}(b x)=b F_{h^{-1} g}(x), \quad \text { and } \quad F_{g}(x b)=F_{g h^{-1}}(x) b,
$$

for any $x$ in $B$.
Proof. For the existence it is enough to define $F_{g}=E_{g} \circ \psi$, where $E_{g}$ is as in
 one easily checks them for finite sums of the form $x=\sum_{k \in G} b_{k}$, with $b_{k} \in B_{k}$, and the result then follows by density of the set formed by such elements.

A measure of how much bigger a graded $\mathrm{C}^{*}$-algebra is, relative to the corresponding reduced cross sectional algebra, is evidently the null space of the regular representation. The next result gives a characterization of this null space.
19.7. Proposition. Given a topologically graded $C^{*}$-algebra $B$ with conditional expectation $F$, let $\psi$ be its regular representation, as in ([.]..d). Then

$$
\operatorname{Ker}(\psi)=\left\{b \in B: F\left(b^{*} b\right)=0\right\} .
$$

Proof. Observing that $F=E_{1} \circ \psi$, we have

$$
F\left(b^{*} b\right)=E\left(\psi(b)^{*} \psi(b)\right),
$$

from where we see that $F\left(b^{*} b\right)=0$, if and only if $\psi(b)=0$, by ( $\square$
This can be employed to give a useful characterization of $C_{\text {red }}^{*}(\mathscr{B})$ among graded algebras:
19.8. Proposition. Suppose we are given a topologically graded $C^{*}$-algebra $B$ with grading $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$, and conditional expectation $F$. If $F$ is faithful, in the sense that

$$
F\left(b^{*} b\right)=0 \Rightarrow b=0, \quad \forall b \in B,
$$

then $B$ is canonically isomorphic to $C_{\text {red }}^{*}(\mathscr{B})$.
Proof. The regular representation $\psi$ of ( L L C ) will be an isomorphism by ( $[.9 .7$ ).


## 20. AMENABILITY FOR FELL BUNDLES

Theorem (T. T. tells us that the topologically graded C*-algebras whose associated Fell bundles coincide with a given Fell bundle $\mathscr{B}$ are to be found among the quotients of $C^{*}(\mathscr{B})$ by ideals contained in the kernel of the regular representation $\Lambda$.

It is therefore crucial to understand the kernel of $\Lambda$ and, in particular, to determine conditions under which $\Lambda$ is injective. In the case of the group bundle over $G$, it is well known that the injectivity of $\Lambda$ is equivalent to the amenability of $G$.

In this chapter we will extend to Fell bundles some of the techniques pertaining the the theory of amenable groups, including the important notion of amenability of group actions introduced by Anantharaman-Delaroche [ [6]. We begin with some terminology.
20.1. Definition. A Fell bundle $\mathscr{B}$ is said to be amenable if the regular representation

$$
\Lambda: C^{*}(\mathscr{B}) \rightarrow C_{\mathrm{red}}^{*}(\mathscr{B})
$$

is injective.
Amenability, when applied to the context of groups, may be characterized by a large number of equivalent conditions [67], such as the equality of the full and reduced group C*-algebras [ $\boxed{\text { ºn }}$, Theorem 7.3.9]. Many of these conditions may be rephrased for Fell bundles although they are not always known to be equivalent. One therefore has many possibly inequivalent choices when defining the term amenable in the context of Fell bundles. Definition ([0.]) is just one among many alternatives.

An immediate consequence of (
20.2. Proposition. Let $\mathscr{B}$ be an amenable Fell bundle. Then all topologically graded $C^{*}$-algebras whose associated Fell bundles coincide with $\mathscr{B}$ are isomorphic to each other.

The next technical result is intended to pave the way for the introduction of sufficient conditions for the amenability of a given Fell bundle. The idea is to produce wrong way maps which will later be used to prove the injectivity of $\Lambda$.
20.3. Lemma. Let $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ be a Fell bundle. Given a finitely supported function $a: G \rightarrow B_{1}$, the formula

$$
\begin{equation*}
V(z)=\sum_{g, h \in G} \hat{\jmath}_{g}\left(a(g h)^{*} E_{g}(z) a(h)\right), \quad \forall z \in C_{\mathrm{red}}^{*}(\mathscr{B}), \tag{20.3.1}
\end{equation*}
$$

gives a well defined completely positive linear map from $C_{\text {red }}^{*}(\mathscr{B})$ to $C^{*}(\mathscr{B})$, such that

$$
\|V\| \leq\left\|\sum_{g \in G} a(g)^{*} a(g)\right\| .
$$

Identifying each $B_{g}$ as a subspace of $C_{\mathrm{red}}^{*}(\mathscr{B})$ or $C^{*}(\mathscr{B})$, as appropriate, one moreover has

$$
V(b)=\sum_{h \in G} a(g h)^{*} b a(h), \quad \forall b \in B_{g} .
$$

Proof. Let

$$
\rho: C^{*}(\mathscr{B}) \rightarrow \mathscr{L}(H)
$$

be any faithful *-representation of $C^{*}(\mathscr{B})$ on a Hilbert space $H$. For each $g$ in $G$, let $\pi_{g}=\rho \circ \hat{\jmath}_{g}$, so that $\pi=\left\{\pi_{g}\right\}_{g \in G}$ is a *-representation of $\mathscr{B}$ on $H$. Consider the representation $\pi \otimes \lambda^{G}$ of $\mathscr{B}$ on $H \otimes \ell^{2}(G)$ described in ([区.]), and let

$$
\varphi: C^{*}(\mathscr{B}) \rightarrow \mathscr{L}\left(H \otimes \ell^{2}(G)\right)
$$

be the integrated form of $\pi \otimes \lambda^{G}$. By ([8.4), we have that $\varphi$ vanishes on $\operatorname{Ker}(\Lambda)$, so it factors through $C_{\text {red }}^{*}(\mathscr{B})$, giving a ${ }^{*}$-homomorphism $\psi$ such that the diagram

commutes. We next consider the operator

$$
A: H \rightarrow H \otimes \ell^{2}(G)
$$

given by

$$
A(\xi)=\sum_{g \in G} \alpha(g) \xi \otimes e_{g}, \quad \forall \xi \in H,
$$

where $\alpha(g)=\pi_{1}(a(g))$. In order to compute the norm of $A$, let $\xi \in H$. Then

$$
\begin{aligned}
\|A(\xi)\|^{2}=\sum_{g \in G}\|\alpha(g) \xi\|^{2} & =\sum_{g \in G}\left\langle\alpha(g)^{*} \alpha(g) \xi, \xi\right\rangle=\left\langle\sum_{g \in G} \alpha(g)^{*} \alpha(g) \xi, \xi\right\rangle \leq \\
\leq & \left\|\sum_{g \in G} \alpha(g)^{*} \alpha(g)\right\|\|\xi\|^{2}
\end{aligned}
$$

from where we deduce that

$$
\begin{equation*}
\|A\| \leq\left\|\sum_{g \in G} \alpha(g)^{*} \alpha(g)\right\|^{1 / 2} \leq\left\|\sum_{g \in G} a(g)^{*} a(g)\right\|^{1 / 2} . \tag{20.3.2}
\end{equation*}
$$

Considering the completely positive map

$$
W: T \in \mathscr{L}\left(H \otimes \ell^{2}(G)\right) \longmapsto A^{*} T A \in \mathscr{L}(H),
$$

observe that for $b$ in any $B_{g}$, and every $\xi$ in $H$, one has

$$
\begin{aligned}
& W\left(\pi_{g}(b) \otimes \lambda_{g}^{G}\right) \xi=A^{*}\left(\pi_{g}(b) \otimes \lambda_{g}^{G}\right)\left(\sum_{h \in G} \alpha(h) \xi \otimes e_{h}\right)= \\
& =A^{*}\left(\sum_{h \in G} \pi_{g}(b) \alpha(h) \xi \otimes e_{g h}\right)=\sum_{h \in G} \alpha(g h)^{*} \pi_{g}(b) \alpha(h) \xi,
\end{aligned}
$$

where we have used the fact that $A^{*}\left(\eta \otimes e_{k}\right)=\alpha(k)^{*} \eta$, which the reader will have no difficulty in proving. Summarizing, we have that

$$
W\left(\pi_{g}(b) \otimes \lambda_{g}^{G}\right)=\sum_{h \in G} \alpha(g h)^{*} \pi_{g}(b) \alpha(h) .
$$

If we then define $V$ to be the composition

$$
V: C_{\text {red }}^{*}(\mathscr{B}) \xrightarrow{\psi} \mathscr{L}\left(H \otimes \ell^{2}(G)\right) \xrightarrow{W} \mathscr{L}(H)
$$

we have for $b$ in any $B_{g}$ that

$$
\begin{gathered}
V\left(\lambda_{g}(b)\right)=W\left(\psi\left(\lambda_{g}(b)\right)\right)=W\left(\varphi\left(\hat{\jmath}_{g}(b)\right)\right) \stackrel{(\square)^{(2)}}{=} W\left(\pi_{g}(b) \otimes \lambda_{g}^{G}\right)= \\
=\sum_{h \in G} \alpha(g h)^{*} \pi_{g}(b) \alpha(h)=\rho\left(\sum_{h \in G} \hat{\jmath}_{g}\left(a(g h)^{*} b a(h)\right)\right) .
\end{gathered}
$$

Recalling that $C_{\text {red }}^{*}(\mathscr{B})$ is generated by the $\lambda_{g}\left(B_{g}\right)$, we see that the range of $V$ is contained in the range of $\rho$, which is isomorphic to $C^{*}(\mathscr{B})$, since we have chosen $\rho$ to be faithful. Identifying $C^{*}(\mathscr{B})$ with its image under $\rho$, we may then view $V$ as a map

$$
V: C_{\text {red }}^{*}(\mathscr{B}) \rightarrow C^{*}(\mathscr{B})
$$

such that

$$
\begin{equation*}
V\left(\lambda_{g}(b)\right)=\sum_{h \in G} \hat{\jmath}_{g}\left(a(g h)^{*} b a(h)\right), \quad \forall b \in B_{g} . \tag{20.3.3}
\end{equation*}
$$

Observe that, with the appropriate identifications

$$
B_{g} \simeq \lambda_{g}\left(B_{g}\right) \subseteq C_{\mathrm{red}}^{*}(\mathscr{B}), \quad \text { and } \quad B_{g} \simeq \hat{\jmath}_{g}\left(B_{g}\right) \subseteq C^{*}(\mathscr{B}),
$$

we have therefore proven the last identity in the statement. For a finite sum

$$
z=\sum_{g \in G} \lambda_{g}\left(b_{g}\right)
$$

with each $b_{g}$ in $B_{g}$, we then have by ( 2,310 ) that

$$
\begin{gathered}
V(z)=\sum_{g \in G} V\left(\lambda_{g}\left(b_{g}\right)\right)=\sum_{g, h \in G} \hat{\jmath}_{g}\left(a(g h)^{*} b_{g} a(h)\right)= \\
=\sum_{g, h \in G} \hat{\jmath}_{g}\left(a(g h)^{*} E_{g}(z) a(h)\right)
\end{gathered}
$$

proving ( 20.3 .1 ) for all $z$ of the above form. Observe that if $(g, h)$ is a pair of group elements for which the corresponding term in the last sum above is nonzero, then both $h$ and $g h$ must lie in the finite support of $a$, which we henceforth denoted by $A$. For each such pair we then have

$$
g=(g h) h^{-1} \in A A^{-1}
$$

So

$$
(g, h) \in A A^{-1} \times A
$$

Consequently the sum in ( $20.3 . \mathbb{C l}$ ) is finite, hence representing a continuous function of $z$. Since the set of $z$ 's considered above is dense, ( 20.3.

In order to estimate the norm of $V$ we have

$$
\|V\| \leq\|W\| \leq\|A\|^{2} \stackrel{\left(\sqrt{\left(\pi / x^{2}\right)}\right)}{\leq}\left\|\sum_{g \in G} a(g)^{*} a(g)\right\|
$$

as desired.
This puts us in position to describe an important concept.
20.4. Definition. Let $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ be a Fell bundle. By a Cesaro net for $\mathscr{B}$ we mean a net $\left\{a_{i}\right\}_{i \in I}$ of finitely supported functions

$$
a_{i}: G \rightarrow B_{1}
$$

such that
(i) $\sup _{i \in I}\left\|\sum_{g \in G} a_{i}(g)^{*} a_{i}(g)\right\|<\infty$,
(ii) $\lim _{i \rightarrow \infty} \sum_{h \in G} a_{i}(g h)^{*} b a_{i}(h)=b$, for all $b$ in each $B_{g}$.

If a Cesaro net exists, we will say that $\mathscr{B}$ has the approximation property.
Sometimes one might have difficulty in checking (20.4.لتِ $b$ in $B_{g}$, so the following might come in handy:
20.5. Proposition. Let $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ be a Fell bundle and let $\left\{a_{i}\right\}_{i \in I}$ be a Cesaro net for $\mathscr{B}$, except that (20.4. ${ }^{2}$ ) is only known to hold for $b$ in a total ${ }^{26}$ subset of each $B_{g}$. Then (20.4.in) does hold for all $b$ in $B_{g}$. Consequently $\left\{a_{i}\right\}_{i \in I}$ is a Cesaro net and $\mathscr{B}$ has the approximation property.

Proof. For each $i$ in $I$, and each $g$ in $G$, consider the map

$$
T_{i}: b \in B_{g} \mapsto \sum_{h \in G} a_{i}(g h)^{*} b a_{i}(h) \in B_{g}
$$

By hypothesis we have that the $T_{i}$ converge to the identity map of $B_{g}$, pointwise on a dense set. To get the conclusion it is then enough to establish that the $T_{i}$ are uniformly bounded.

Letting $V_{i}$ be the map provided by ( (20.3) in terms of $a_{i}$, notice that $T$ may be seen as a restriction of $V_{i}$, once $B_{g}$ is identified with $\lambda_{g}\left(B_{g}\right) \subseteq C_{\text {red }}^{*}(\mathscr{B})$, and with $\hat{\jmath}_{g}\left(B_{g}\right) \subseteq C^{*}(\mathscr{B})$. Since these are isometric copies of $B_{g}$ by ([7.9.iv $\boxed{\nabla})$, we deduce that $\left\|T_{i}\right\| \leq\left\|V_{i}\right\|$, from where the desired uniform boundedness follows, hence concluding the proof.

The relationship between the approximation property and the amenability of Fell bundles is the main result of this chapter:
20.6. Theorem. If a Fell bundle $\mathscr{B}$ has the approximation property, then it is amenable.

Proof. Given a Cesaro net $\left\{a_{i}\right\}_{i \in I}$ as in ([J.4), let us consider, for each $i$ in $I$, the map

$$
V_{i}: C_{\mathrm{red}}^{*}(\mathscr{B}) \rightarrow C^{*}(\mathscr{B})
$$

provided by (2.3), relative to $a_{i}$. Define a map $\Phi_{i}$ from $C^{*}(\mathscr{B})$ to itself to be the composition $\Phi_{i}=V_{i} \circ \Lambda$, and observe that, by hypothesis we have

$$
\lim _{i \rightarrow \infty} \Phi_{i}(b)=b
$$

for every $b$ in each $B_{g}$. Because the $b$ 's span a dense subspace of $C^{*}(\mathscr{B})$, and because the $\Phi_{i}$ 's are uniformly bounded, we conclude that $\lim _{i \rightarrow \infty} \Phi_{i}(y)=y$, for every $y$ in $C^{*}(\mathscr{B})$.

Now, if $y$ is in the kernel of the regular representation, that is, if $y$ is in $C^{*}(\mathscr{B})$ and $\Lambda(y)=0$, then

$$
y=\lim _{i \rightarrow \infty} \Phi_{i}(y)=\lim _{i \rightarrow \infty} V_{i}(\Lambda(y))=0
$$

which proves that $\Lambda$ is injective.
A somewhat trivial example of this situation is that of bundles over amenable groups.

[^20]20.7. Theorem. Let $\mathscr{B}$ be a Fell bundle over the amenable group $G$. Then $\mathscr{B}$ satisfies the approximation property and hence is amenable.

Proof. According to [ [0], 7.3.8], there exists a net $\left\{f_{i}\right\}_{i \in I}$ in the unit sphere of $\ell^{2}(G)$ such that

$$
\lim _{i \rightarrow \infty} \sum_{h \in G} \overline{f_{i}(g h)} f_{i}(h)=1, \quad \forall g \in G .
$$

By truncating the $f_{i}$ to larger and larger subsets of $G$ we may assume them to be finitely supported. Letting $\left\{u_{j}\right\}_{j \in J}$ be an approximate identity for $B_{1}$, one checks that the doubly indexed net

$$
\left\{a_{i, j}\right\}_{(i, j) \in I \times J}
$$

defined by $a_{i, j}(g)=f_{i}(g) u_{j}$ is a Cesaro net for $\mathscr{B}$.
There is another proof that $\mathscr{B}$ is amenable when $G$ is amenable based on Fell's absorption principle, as follows: if $G$ is amenable then the trivial representation is weakly contained in the left-regular representation, which means that there is a *-homomorphism

$$
\varepsilon: C_{\mathrm{red}}^{*}(G) \rightarrow \mathbb{C}
$$

such that $\varepsilon\left(\lambda_{g}^{G}\right)=1$, for all $g$ in $G$. Taking into account that $C_{\text {red }}^{*}(G)$ is nuclear, and using the map $\tau$ given by ([区.6), one has that the map $\varphi$ defined by the composition

$$
\varphi: C_{\mathrm{red}}^{*}(\mathscr{B}) \xrightarrow{\tau} C^{*}(\mathscr{B}) \underset{\min }{\otimes} C_{\mathrm{red}}^{*}(G) \simeq C^{*}(\mathscr{B}) \underset{\max }{\otimes} C_{\mathrm{red}}^{*}(G) \xrightarrow{i d \otimes \varepsilon} C^{*}(\mathscr{B})
$$

satisfies

$$
\varphi\left(\lambda_{g}(b)\right)=\hat{\jmath}_{g}(b), \quad \forall g \in G, \quad \forall b \in B_{g},
$$

whence $\varphi \circ \Lambda$ is the identity of $C^{*}(\mathscr{B})$, and hence $\Lambda$ is injective.
One of the major questions we are usually confronted with in Classical Harmonic Analysis is whether or not a function on the unit circle may be reconstructed from its Fourier coefficients. The same question may be stated for any topologically graded algebra:
20.8. Question. Let $B$ be a topologically graded C*-algebra and let $F_{g}$ be the Fourier coefficient operators given by (ㄸ.6). Given an element $x$ in $B$, can we reconstruct $x$ if we are given the value of $F_{g}(x)$ for every $g$ in $G$ ?

There are two possible interpretations of this question, depending on what one means by to reconstruct. On the one hand, ( $\mathbb{L T I T}$ ) implies that if $x$ and $y$ are two elements of $C_{\text {red }}^{*}(\mathscr{B})$ having the same Fourier coefficients, then $x=y$. This means that there is at most one $x$ in $C_{\text {red }}^{*}(\mathscr{B})$ with a given

Fourier transform, but it gives us no algorithm to actually produce such an $x$. Of course, if $x$ is a finite sum as in ( 5.6 ), then we see that

$$
x=\sum_{g \in G} F_{g}(x),
$$

the sum having only finitely many nonzero terms. Any attempt at generalizing this beyond the easy case of finite sums will necessarily require a careful analysis of the convergence of the above series. The fact that, over the group bundle $\mathbb{C} \times \mathbb{Z}$, this reduces to the usual question of convergence of Fourier series, is a stark warning that question ( 20.8 ) does not have a straightforward answer.

In the classical case of functions on the unit circle, the lack of convergence of Fourier series is circumvented by Cesaro sums, an analogue of which we shall now discuss.
20.9. Definition. Let $B$ be a topologically graded $C^{*}$-algebra with grading $\left\{B_{g}\right\}_{g \in G}$, and let $F_{g}$ be the Fourier coefficient operators given by (Lप, (1). A bounded linear map $S: B \rightarrow B$, is said to be a summation process if,
(i) $S \circ F_{g}=0$, for all but finitely many $g \in G$,
(ii) $S(x)=\sum_{g \in G} S\left(F_{g}(x)\right)$, for all $x$ in $B$.

For example, choosing a finite subset $K \subseteq G$, one obtains a summation process by defining

$$
S(x)=\sum_{g \in K} F_{g}(x), \quad \forall x \in B .
$$

The following result answers question (20.8) in the affirmative for Fell bundles possessing the approximation property:
20.10. Proposition. Suppose that we are given a topologically graded $C^{*}$ algebra $B$ whose grading $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ admits a Cesaro net $\left\{a_{i}\right\}_{i \in I}$ (and hence satisfies the approximation property). Then the maps $S_{i}: B \rightarrow B$, given by

$$
S_{i}(x)=\sum_{g, h \in G} a_{i}(g h)^{*} F_{g}(x) a_{i}(h), \quad \forall x \in B,
$$

form a bounded net $\left\{S_{i}\right\}_{i \in I}$ of completely positive summation processes converging pointwise to the identity map of $B$.

Proof. Since $\mathscr{B}$ is amenable we may invoke ( $\mathbb{C D} .2$ ) to assume without loss of generality that $B=C_{\text {red }}^{*}(\mathscr{B})$. By ([2].3]) we have that the $S_{i}$ indeed form a well defined uniformly bounded net of completely positive linear maps. Moreover, as in the proof of ( 20.6 ), one checks that the $S_{i}$ converge pointwise to the identity map.

We will now prove that the $S_{i}$ are summation processes. With respect to (20.9.]), suppose that $S_{i} \circ F_{g} \neq 0$. Then there is some $b \in B_{g}$, such that

$$
0 \neq S_{i}(b)=\sum_{h \in G} a_{i}(g h)^{*} b a_{i}(h)
$$

In particular there must be at least one $h$ for which both $a_{i}(g h)$ and $a_{i}(h)$ are nonzero. If $A$ is the support of $a_{i}$, then this implies that $g h, h \in A$, whence

$$
g=(g h) h^{-1} \in A A^{-1} .
$$

Thus $S_{i} \circ F_{g}=0$, for all $g$ not belonging to the finite set $A A^{-1}$, proving ( 20.97 ).

If $x$ is a finite sum $x=\sum_{g \in G} b_{g}$, with each $b_{g}$ in $B_{g}$, then clearly

$$
x=\sum_{g \in G} F_{g}(x) .
$$

This implies ( 20.9 iلin) for such an $x$ and hence also for all $x$ in $B$, by continuity of both sides of ( 20.9 id ), now that we know that the sum involved is finite.

Given a C*-algebraic partial dynamical system

$$
\theta=\left(A, G,\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)
$$

we may consider the associated semi-direct product bundle $\mathscr{B}$, and we could try to determine conditions on $\theta$ which would say that $\mathscr{B}$ satisfies the approximation property. Unraveling the definition of the approximation property for the special case of semi-direct product bundles, the condition is the existence of a net $\left\{a_{i}\right\}_{i \in I}$ of finitely supported functions

$$
a_{i}: G \rightarrow A,
$$

which is bounded in the sense that

$$
\sup _{i \in I}\left\|\sum_{g \in G} a_{i}(g)^{*} a_{i}(g)\right\|<\infty
$$

and such that

$$
\lim _{i \rightarrow \infty} \sum_{h \in G} a_{i}(g h)^{*} \theta_{g}\left(c a_{i}(h)\right)=\theta_{g}(c), \quad \forall c \in D_{g^{-1}} .
$$

One arrives at this by simply plugging $b=\theta_{g}(c) \delta_{g}$ in (20.4.ill), where $c$ is in $D_{g^{-1}}$.

In [10]] Zimmer introduced a notion of amenability of global group actions on measure spaces (see also [06]), which was later adapted by Anan-tharaman-Delaroche [ [ $]$ to actions on $\mathrm{C}^{*}$-algebras. A slightly different version of this concept, taken from [ [⿴囗 , Definition 4.3.1], is as follows:
20.11. Definition. Let $\beta$ be a global action of a discrete group $G$ on a unital $\mathrm{C}^{*}$-algebra $A$. Then $\beta$ is said to be an amenable action if there exists a sequence $\left\{T_{i}\right\}_{i \in \mathbb{N}}$ of finitely supported functions

$$
T_{i}: G \rightarrow \mathcal{Z}(A)
$$

where $\mathcal{Z}(A)$ stands for the center of $A$, such that
(i) $T_{i}(g) \geq 0$, for all $i \in \mathbb{N}$, and all $g \in G$,
(ii) $\sum_{g \in G} T_{i}(g)^{2}=1$,
(iii) $\lim _{i \rightarrow \infty}\left\|T_{i}-T_{i}^{g}\right\|_{2}=0$, for all $g$ in $G$, where

$$
T_{i}^{g}(h)=\beta_{g}\left(T_{i}\left(g^{-1} h\right)\right), \quad \forall h \in G
$$

and $\|T\|_{2}$ is defined for all finitely supported functions $T: G \rightarrow A$ by

$$
\|T\|_{2}=\left\|\sum_{g \in G} T(g)^{*} T(g)\right\|^{\frac{1}{2}}
$$

We would now like to relate the above notion with the approximation property for Fell bundles.
20.12. Proposition. Let $\beta$ be a global amenable action of a group $G$ on a unital $C^{*}$-algebra $A$. Then the corresponding semi-direct product bundle has the approximation property.
Proof. Let $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ be the semi-direct product bundle for $\beta$, so that each $B_{g}=A \delta_{g}$. As usual we will identify $B_{1}$ with $A$ in the obvious way.
 function, and let us prove that $\left\{T_{i}\right\}_{i \in \mathbb{N}}$ satisfies the conditions of ( $\mathrm{ZL}, \mathrm{Z}$ ).

Observing that ( 20.4 Cl ) follows immediately from ( 20. trate our efforts on proving (20.4ilil). For this, choose any element $b$ in any $B_{g}$, so that necessarily $b=c \delta_{g}$, for some $c$ in $A$. Then

$$
\begin{gathered}
\sum_{h \in G} T_{i}(g h)^{*} b T_{i}(h)=\sum_{h \in G} T_{i}(g h) c \delta_{g} T_{i}(h)=\sum_{h \in G} T_{i}(g h) c \beta_{g}\left(T_{i}(h)\right) \delta_{g}= \\
=\sum_{k \in G} T_{i}(k) \beta_{g}\left(T_{i}\left(g^{-1} k\right)\right)=\sum_{k \in G} T_{i}(k) T_{i}^{g}(k) b \xrightarrow{i \rightarrow \infty} b
\end{gathered}
$$

 the proof is concluded.

We would now like to point out a couple of results from [6]], whose proofs are perhaps a bit too long to be included here, so we shall restrict ourselves to giving their statements. The following is taken from [6], Theorems $4.1 \&$ 6.3]:
20.13. Theorem. Let $\mathscr{G}$ be any set and let $\mathbb{F}$ be the free group on $\mathscr{G}$, equipped with the usual length function.
(i) Given a semi-saturated *-partial representation $u$ of $\mathbb{F}$ in a $C^{*}$-algebra $A$, which is also orthogonal, in the sense that

$$
u_{g}^{*} u_{h}=0,
$$

for any two distinct $g, h \in \mathscr{G}$, then the associated Fell bundle $\mathscr{B}^{u}$, introduced in (W6), satisfies the approximation property and hence is amenable.
(ii) Given a semi-saturated Fell bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ over $\mathbb{F}$, which is also orthogonal, in the sense that

$$
B_{g}^{*} B_{h}=\{0\},
$$

for any two distinct $g, h \in \mathscr{G}$, then $\mathscr{B}$ is amenable.

Notes and remarks. The definition of the approximation property given in (20.4) is inspired by the equivalent conditions of [四, Théorème 3.3]. The question of whether the converse of Theorem (20.6) holds is a most delicate one. In the special case when $\mathscr{B}$ is the semi-direct product bundle relative to a global action of an exact group on an abelian $\mathrm{C}^{*}$-algebra, a converse of Theorem ( $\mathrm{ELD}, 6$ ) has been proven in [ $[\mathrm{G}]$. Another open question of interest is whether ( $\mathrm{ED} / \mathrm{I}$ ) admits a converse.

## 21. FUNCTORIALITY FOR FELL BUNDLES

So far we have been studying individual Fell bundles, but we may also see them as objects of a category. To do so we will introduce a notion of morphism between Fell bundles as well as the notion of a Fell sub-bundle.

One of the most disturbing questions we will face is whether or not the cross sectional algebra of a Fell sub-bundle is a subalgebra of the cross sectional algebra of the ambient Fell bundle. Strange as it might seem, the natural map between these algebras is not always injective! Attempting to dodge this anomaly we will see that under special hypothesis (heredity or the existence of a conditional expectation) sub-bundles lead to bona fide subalgebras.
21.1. Definition. Given Fell bundles $\mathscr{A}=\left\{A_{g}\right\}_{g \in G}$ and $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$, a morphism from $\mathscr{A}$ to $\mathscr{B}$ is a collection $\varphi=\left\{\varphi_{g}\right\}_{g \in G}$ of linear maps

$$
\varphi_{g}: A_{g} \rightarrow B_{g},
$$

such that
(i) $\varphi_{g}(a) \varphi_{h}(b)=\varphi_{g h}(a b)$, and
(ii) $\varphi_{g}(a)^{*}=\varphi_{g^{-1}}\left(a^{*}\right)$,
for all $g$ and $h$ in $G$, and for all $a$ in $A_{g}$ and $b$ in $A_{h}$.
Observe that if $\varphi$ is as above then $\varphi_{1}$ is evidently a ${ }^{*}$-homomorphism from $A_{1}$ to $B_{1}$, hence $\varphi_{1}$ is necessarily continuous. Also, given $a$ in any $A_{g}$, we have that

$$
\begin{aligned}
\left\|\varphi_{g}(a)\right\|^{2} & =\left\|\varphi_{g}(a)^{*} \varphi_{g}(a)\right\|=\left\|\varphi_{g^{-1}}\left(a^{*}\right) \varphi_{g}(a)\right\|= \\
& =\left\|\varphi_{1}\left(a^{*} a\right)\right\| \leq\left\|a^{*} a\right\|=\|a\|^{2},
\end{aligned}
$$

so indeed all of the $\varphi_{g}$ are necessarily continuous.
If every $\varphi_{g}$ is bijective, it is easy to see that

$$
\varphi^{-1}:=\left\{\varphi_{g}^{-1}\right\}_{g \in G}
$$

is also a morphism. In this case we say that $\varphi$ is an isomorphism. If an isomorphism exists between the Fell bundles $\mathscr{A}$ and $\mathscr{B}$, we say that $\mathscr{A}$ and $\mathscr{B}$ are isomorphic Fell bundles.

Morphisms between Fell bundles lead to *-homomorphisms between the corresponding cross sectional C*-algebras as we will now show.
21.2. Proposition. Let $\varphi=\left\{\varphi_{g}\right\}_{g \in G}$ be a morphism from the Fell bundle $\mathscr{A}=\left\{A_{g}\right\}_{g \in G}$ to the Fell bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$. Then there exists a unique *-homomorphism

$$
\varphi: C^{*}(\mathscr{A}) \rightarrow C^{*}(\mathscr{B})
$$

(denoted by $\varphi$ by abuse of language) such that

$$
\varphi\left(\hat{\jmath}_{g}^{A}(a)\right)=\hat{\jmath}_{g}^{B}\left(\varphi_{g}(a)\right)
$$

for all $a$ in any $A_{g}$, where we denote by $\hat{\jmath}^{A}$ and $\hat{\jmath}^{B}$ the universal representations of $\mathscr{A}$ and $\mathscr{B}$, respectively.

Proof. For each $g$ in $G$, consider the composition

$$
\pi_{g}: A_{g} \xrightarrow{\varphi_{g}} B_{g} \xrightarrow{\hat{\jmath}_{g}^{B}} C^{*}(\mathscr{B})
$$

It is then routine to check that $\pi=\left\{\pi_{g}\right\}_{g \in G}$ is a ${ }^{*}$-representation of $\mathscr{A}$ in $C^{*}(\mathscr{B})$, so the result follows from ([6.2प).

As above, we will now show that morphisms between Fell bundles lead to *-homomorphisms between the corresponding reduced cross sectional $\mathrm{C}^{*}$ algebras:
21.3. Proposition. Let $\varphi=\left\{\varphi_{g}\right\}_{g \in G}$ be a morphism from the Fell bundle $\mathscr{A}=\left\{A_{g}\right\}_{g \in G}$ to the Fell bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$. Then there exists a unique *-homomorphism

$$
\varphi_{\mathrm{red}}: C_{\mathrm{red}}^{*}(\mathscr{A}) \rightarrow C_{\mathrm{red}}^{*}(\mathscr{B})
$$

such that

$$
\varphi_{\mathrm{red}}\left(\lambda_{g}^{A}(a)\right)=\lambda_{g}^{B}\left(\varphi_{g}(a)\right)
$$

for all $a$ in any $A_{g}$, where we denote by $\lambda^{A}$ and $\lambda^{B}$ the regular representations of $\mathscr{A}$ and $\mathscr{B}$, respectively. Moreover, if $\varphi_{1}$ is injective, then so is $\varphi_{\mathrm{red}}$.

Proof. Consider the diagram

where $\varphi$ is given by ( $\sim L \sim 2), \Lambda^{\prime}$ and $\Lambda$ are the regular representations of $\mathscr{A}$ and $\mathscr{B}$, respectively, and $E_{1}^{\prime}$ and $E_{1}$ are the conditional expectations given by ( $\mathbb{L C B}$ ) for $\mathscr{A}$ and $\mathscr{B}$, respectively. By checking on $C_{c}(\mathscr{A})$, it is then easy to see that the outside of the diagram is commutative.

Defining $\psi=\Lambda \circ \varphi$, we then claim that the null space of $\psi$ contains the null space of $\Lambda^{\prime}$. To see this, notice that for any $y \in C^{*}(\mathscr{A})$, we have that

$$
\begin{aligned}
\Lambda^{\prime}(a)=0 & \stackrel{\Longleftrightarrow}{\Longleftrightarrow} E_{1}^{\prime}\left(\Lambda^{\prime}\left(a^{*} a\right)\right)=0 \Longrightarrow \varphi_{1}\left(E_{1}^{\prime}\left(\Lambda^{\prime}\left(a^{*} a\right)\right)\right)=0 \Longleftrightarrow \\
& \Longleftrightarrow E_{1}\left(\psi\left(a^{*} a\right)\right)=0
\end{aligned}
$$

This shows our claim, so we see that $\psi$ factors through $C_{\text {red }}^{*}(\mathscr{A})$, producing the map $\varphi_{\text {red }}$ mentioned in the statement and one now easily checks that it satisfies all of the required conditions.

In case $\varphi_{1}$ is injective, the only non-reversible arrow " $\Longrightarrow$ " above may be replaced by a reversible one, from where it follows that the null space of $\psi$ in fact coincides with the null space of $\Lambda^{\prime}$, which is to say that the factored map, namely $\varphi_{\text {red }}$, is injective.

Morphisms between Fell bundles have properties somewhat similar to morphisms between $\mathrm{C}^{*}$-algebras, as we shall now discuss.
21.4. Proposition. Let $\varphi=\left\{\varphi_{g}\right\}_{g \in G}$ be a morphism from the Fell bundle $\mathscr{A}=\left\{A_{g}\right\}_{g \in G}$ to the Fell bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$.
(a) If $\varphi_{1}$ is injective, then all of the $\varphi_{g}$ are isometric.
(b) If the range of each $\varphi_{g}$ is dense in $B_{g}$, then all of the $\varphi_{g}$ are in fact surjective.
Proof. Since $A_{1}$ and $B_{1}$ are C*-algebras, under the hypothesis in (a), we have that $\varphi_{1}$ is in fact isometric. Given $a$ in any $A_{g}$, we then have that

$$
\left\|\varphi_{g}(a)\right\|^{2}=\left\|\varphi_{g}(a)^{*} \varphi_{g}(a)\right\|=\left\|\varphi_{1}\left(a^{*} a\right)\right\|=\left\|a^{*} a\right\|=\|a\|^{2} .
$$

This proves that $\varphi_{g}$ is isometric.
Supposing now that all of the $\varphi_{g}$ have dense range, it is easy to see that the ${ }^{*}$-homomorphism $\varphi_{\text {red }}: C_{\text {red }}^{*}(\mathscr{A}) \rightarrow C_{\text {red }}^{*}(\mathscr{B})$, given by ([LL.3), has dense range. Since $\varphi_{\text {red }}$ is a ${ }^{*}$-homomorphism between $\mathrm{C}^{*}$-algebras, we deduce that $\varphi_{\text {red }}$ is surjective. Thus, given $b$ in any $B_{g}$, there exists some $y$ in $C_{\text {red }}^{*}(\mathscr{A})$ such that

$$
\varphi_{\mathrm{red}}(y)=\lambda_{g}^{B}(b) .
$$

Observe that $\varphi_{\text {red }}$ satisfies

$$
\varphi_{g}\left(E_{g}^{A}(x)\right)=E_{g}^{B}\left(\varphi_{\mathrm{red}}(x)\right), \quad \forall g \in G, \quad \forall x \in C_{\mathrm{red}}^{*}(\mathscr{A}),
$$

where $E_{g}^{A}$ and $E_{g}^{B}$ are given by ( $\left.\mathbb{L} / \mathbf{8}\right)$. This may be easily checked by first assuming that $x=\lambda_{h}(a)$, for $a$ in any $A_{h}$. Thus

$$
\varphi_{g}\left(E_{g}^{A}(y)\right)=E_{g}^{B}\left(\varphi_{\mathrm{red}}(y)\right)=E_{g}^{B}\left(\lambda_{g}^{B}(b)\right)=b,
$$

proving that $\varphi_{g}$ is surjective.
21.5. Definition. Let $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ be a Fell bundle. By a Fell sub-bundle of $\mathscr{B}$ we mean a collection $\mathscr{A}=\left\{A_{g}\right\}_{g \in G}$ of closed subspaces $A_{g} \subseteq B_{g}$, such that
(i) $A_{g} A_{h} \subseteq A_{g h}$, and
(ii) $A_{g}^{*} \subseteq A_{g^{-1}}$,
for all $g$ and $h$ in $G$.
It is evident that a Fell sub-bundle is itself a Fell bundle with the restricted operations, and moreover the inclusion from $\mathscr{A}$ into $\mathscr{B}$ is a morphism. Thus, given a Fell sub-bundle $\mathscr{A}$ of a Fell bundle $\mathscr{B}$, from ( $\mathbb{L L D}$ ) and ( $\mathbb{L L} .3)$ we get *-homomorphisms

$$
\begin{equation*}
C^{*}(\mathscr{A}) \xrightarrow{\iota} C^{*}(\mathscr{B}), \quad \text { and } \quad C_{\mathrm{red}}^{*}(\mathscr{A}) \xrightarrow{\iota_{\mathrm{red}}} C_{\mathrm{red}}^{*}(\mathscr{B}) \tag{21.6}
\end{equation*}
$$

the second of which is injective by the last sentence of ( $\left[\begin{array}{ll}2 \\ \hline\end{array}\right]$ ).
This of course raises the question as to whether $\iota$ is also injective but, surprisingly, this is not always the case. We would now like to discuss a rather anomalous phenomenon leading up to the failure of injectivity for $\iota$.

Recall that a $\mathrm{C}^{*}$-algebra $C$ is said to be exact if, whenever

$$
0 \rightarrow J \rightarrow A \rightarrow B \rightarrow 0
$$

is an exact sequence of $\mathrm{C}^{*}$-algebras, the corresponding sequence

$$
0 \rightarrow J \underset{\min }{\otimes} C \rightarrow A \underset{\min }{\otimes} C \rightarrow B \underset{\min }{\otimes} C \rightarrow 0
$$

is also exact. Likewise, a group $G$ is said to be exact if $C_{\text {red }}^{*}(G)$ is an exact $\mathrm{C}^{*}$-algebra. See [四, Chapters 2 and 5 ] for more details.

All amenable groups are exact, but there are many non-amenable exact groups, such as the free group on two or more generators [ [ $\mathbb{W}$, Proposition 5.1.8]. The first examples of non-exact groups were found by Gromov in [6]], shattering a previously held belief that all groups were exact.
21.7. Proposition. Let $G$ be an exact group. Then the following are equivalent:
(i) for every Fell bundle $\mathscr{B}$ over $G$, and every Fell sub-bundle $\mathscr{A}$ of $\mathscr{B}$, the map $\iota$ of (는) is injective,
(ii) $G$ is amenable.
 amenable action $\beta$ of $G$ on $X$. Letting $\mathscr{B}$ be the semi-direct product bundle for the corresponding action of $G$ on $C(X)$, we have that $\mathscr{B}$ satisfies the approximation property by ( $\mathbb{R D}]^{2}$ ), and hence $C^{*}(\mathscr{B})$ is naturally isomorphic to $C_{\text {red }}^{*}(\mathscr{B})$ via the regular representation $\Lambda$, by ([20.6).

Since $\beta$ is a global action, and $C(X)$ is a unital algebra, $1 \delta_{g}$ is an element of $B_{g}$, for each $g$ in $G$, and we may then consider the Fell sub-bundle $\mathscr{A}=$ $\left\{A_{g}\right\}_{g \in G}$ of $\mathscr{B}$ given by

$$
A_{g}=\mathbb{C} \delta_{g}, \quad \forall g \in G
$$

By (i) we then have that the map

$$
\iota: C^{*}(\mathscr{A}) \rightarrow C^{*}(\mathscr{B})
$$

given by (ㄴ.6) is injective. Therefore the composition

$$
C^{*}(\mathscr{A}) \xrightarrow{\iota} C^{*}(\mathscr{B}) \xrightarrow{\Lambda} C_{\mathrm{red}}^{*}(\mathscr{B})
$$

is also injective. Letting $\tau=E_{1} \circ \Lambda \circ \iota$, where $E_{1}$ is given by ( $\left.\square \mathbb{Z}\right)$, it is easy to see that $\tau$ takes values in the subspace $\mathbb{C} \delta_{1} \subseteq B_{1}$, so we may view $\tau$ as a complex linear functional on $C^{*}(\mathscr{A})$, which is faithful in the sense that

$$
\tau\left(a^{*} a\right)=0 \quad \Rightarrow \quad a=0, \quad \forall a \in C^{*}(\mathscr{A})
$$

because $E_{1}$ is a faithful conditional expectation by ( $\square$
Recall that $C^{*}(\mathscr{A})$ is a topologically graded algebra by ( $\left.\square .31\right)$, and it is easy to see that $\tau$ is its canonical conditional expectation. Therefore it follows from ( $\mathrm{LT} \mathbf{]}$ ) that the regular representation

$$
\Lambda^{\mathscr{A}}: C^{*}(\mathscr{A}) \rightarrow C_{\text {red }}^{*}(\mathscr{A})
$$

is injective. Since the full (resp. reduced) cross sectional C*-algebra of $\mathscr{A}$ is nothing but the full (resp. reduced) group $\mathrm{C}^{*}$-algebra of $G$, we conclude from [ [1], Theorem 2.6.8] that $G$ is amenable.

The converse implication is easily proven by observing that for both $\mathscr{B}$ and $\mathscr{A}$, the reduced and full cross sectional algebras coincide by ( $[10.1$ ), so

21.8. Given any non-amenable exact group $G$, such as the free group on two generators, the result above implies that there is a Fell bundle $\mathscr{B}$ over $G$, and a Fell sub-bundle $\mathscr{A}$ of $\mathscr{B}$, for which the canonical mapping $\iota$ of (른) is non-injective.

The reader might have noticed that the last sentence of ( to the injectivity of $\varphi_{\text {red }}$, has no counterpart in ( ( $\mathbb{L L}$ ). In fact, as the above analysis shows, it is impossible to add to ( one of ( ( L . 3 )

From our perspective, one of the most important examples of Fell subbundles is as follows:
21.9. Proposition. Let $\beta=\left(B, G,\left\{B_{g}\right\}_{g \in G},\left\{\beta_{g}\right\}_{g \in G}\right)$ be a $C^{*}$-algebraic partial dynamical system, and let $A$ be a $\beta$-invariant, closed ${ }^{*}$-subalgebra of B. Also let $\alpha=\left(\left\{A_{g}\right\}_{g \in G},\left\{\alpha_{g}\right\}_{g \in G}\right)$ be the restriction of $\beta$ to $A$, as defined in ( $\square_{\square}$ and $\beta$, respectively, one has that $\mathscr{A}$ is a Fell sub-bundle of $\mathscr{B}$ (see below for the case when $A$ is not invariant).

Proof. Recall that $A_{g}$ is defined by

$$
A_{g}=A \cap B_{g}
$$

so evidently $A_{g} \delta_{g}$ is a closed subspace of $B_{g} \delta_{g}$. We leave it for the reader to verify that the multiplication and adjoint operations of $\mathscr{A}$ are precisely the restrictions of the corresponding operations on $\mathscr{B}$, thus proving that $\mathscr{A}$ is indeed a Fell sub-bundle of $\mathscr{B}$, as desired.
21.10. Definition. Let $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ be a Fell bundle and let us be given a Fell sub-bundle $\mathscr{A}=\left\{A_{g}\right\}_{g \in G}$ of $\mathscr{B}$.
(a) We say that $\mathscr{A}$ is a hereditary Fell sub-bundle of $\mathscr{B}$ if

$$
A_{g} B_{h} A_{k} \subseteq A_{g h k}, \quad \forall g, h, k \in G
$$

(b) We say that $\mathscr{A}$ is an ideal of $\mathscr{B}$ if

$$
A_{g} B_{h} \subseteq A_{g h}, \quad \text { and } \quad B_{g} A_{h} \subseteq A_{g h}, \quad \forall g, h \in G
$$

It is evident that every ideal is a hereditary Fell sub-bundle.
A very important source of examples of hereditary Fell sub-bundles is given by the process of restriction of global actions to (not necessarily invariant) ideals, as we will now show:
21.11. Proposition. Let $\beta$ be a global $C^{*}$-algebraic action of a group $G$ on a $C^{*}$-algebra $B$. Given a closed two-sided ideal $A$ of $B$, let

$$
\alpha=\left(\left\{D_{g}\right\}_{g \in G},\left\{\alpha_{g}\right\}_{g \in G}\right)
$$

be the restriction of $\beta$ to $A$, as defined in (K.3). Denoting by $\mathscr{A}$ and $\mathscr{B}$ the semi-direct product bundles relative to $\alpha$ and $\beta$, respectively, one has that $\mathscr{A}$ is a hereditary ${ }^{27}$ Fell sub-bundle of $\mathscr{B}$.
${ }^{27}$ One should not be misled into thinking that $\mathscr{A}$ is an ideal in $\mathscr{B}$, despite the fact that $A$ is an ideal in $B$.

Proof. Recall that $D_{g}$ is defined by

$$
D_{g}=A \cap \beta_{g}(A),
$$

so $D_{g}$ is a closed subspace of $B$, and we may then see $D_{g} \delta_{g}$ is a closed subspace of $B \delta_{g}$. We leave it for the reader to verify that the multiplication and adjoint operations of $\mathscr{A}$ are precisely the restrictions of the corresponding operations on $\mathscr{B}$, so that $\mathscr{A}$ is indeed a Fell sub-bundle of $\mathscr{B}$, as desired.

In order to prove that $\mathscr{A}$ is hereditary, suppose that we are given $g, h$ and $k$ in $G, a$ in $D_{g}, b$ in $B$, and $c$ in $D_{k}$. Then

$$
\begin{equation*}
\left(a \delta_{g}\right)\left(b \delta_{h}\right)\left(c \delta_{k}\right)=a \beta_{g}(b) \beta_{g h}(c) \delta_{g h k} \tag{21.11.1}
\end{equation*}
$$

Observing that each $D_{g}$ is an ideal in $B$, notice that the coefficient of $\delta_{g h k}$ above satisfies

$$
\begin{gathered}
a \beta_{g}(b) \beta_{g h}(c) \in D_{g} \cap \beta_{g h}\left(D_{k}\right)=A \cap \beta_{g}(A) \cap \beta_{g h}\left(A \cap \beta_{k}(A)\right)= \\
=A \cap \beta_{g}(A) \cap \beta_{g h}(A) \cap \beta_{g h k}(A) \subseteq A \cap \beta_{g h k}(A)=D_{g h k},
\end{gathered}
$$

 be hereditary.
21.12. Proposition. Let $\mathscr{B}$ be a Fell bundle and let $\mathscr{A}$ be a hereditary sub-bundle (resp. ideal) of $\mathscr{B}$. Then $C_{\mathrm{red}}^{*}(\mathscr{A})$ is a hereditary subalgebra (resp. ideal) of $C_{\text {red }}^{*}(\mathscr{B})$.

Proof. We first observe that $C_{\text {red }}^{*}(\mathscr{A})$ may indeed be seen as a subalgebra of $C_{\text {red }}^{*}(\mathscr{B})$ by $(\mathbb{L L} .3)$. It is then easy to see that

$$
C_{c}(\mathscr{A}) C_{c}(\mathscr{B}) C_{c}(\mathscr{A}) \subseteq C_{c}(\mathscr{A}),
$$

in the hereditary case, and

$$
C_{c}(\mathscr{A}) C_{c}(\mathscr{B}) \subseteq C_{c}(\mathscr{A}), \quad \text { and } \quad C_{c}(\mathscr{B}) C_{c}(\mathscr{A}) \subseteq C_{c}(\mathscr{A})
$$

in the ideal case, from where the result follows.
As seen in (2L. $)$, the canonical map $\iota$ of ( However under more restrictive conditions such pathologies disappear:
21.13. Theorem. Let $\mathscr{B}$ be a Fell bundle and let $\mathscr{A}$ be a hereditary Fell sub-bundle. Then the canonical map

$$
\iota: C^{*}(\mathscr{A}) \rightarrow C^{*}(\mathscr{B})
$$

of (2L.6) is injective, so $C^{*}(\mathscr{A})$ is naturally isomorphic to the range on $\iota$, which is a hereditary ${ }^{*}$-subalgebra of $C^{*}(\mathscr{B})$.
Proof. Consider the diagram

where $\mathscr{S}^{\prime}$ and $\mathscr{S}$ are given by ( $\mathbb{\square \times \mathbb { C }}$ ) for the respective bundles. By checking on the dense set $C_{c}(\mathscr{A}) \subseteq C^{*}(\mathscr{A})$, it is easy to see that this is a commutative diagram.

Employing [四, Proposition 3.6.4] we conclude that $\iota_{\text {red }} \otimes i d$ is injective because $\iota_{\text {red }}$ is injective by the last sentence of (ए.З), and $C_{\text {red }}^{*}(\mathscr{A})$ is a hereditary subalgebra of $C_{\text {red }}^{*}(\mathscr{B})$, by ([L]D). Since $\mathscr{S}^{\prime}$ and $\mathscr{S}$ are also injective, we conclude that $\iota$ is injective. That $C^{*}(\mathscr{A})$ is a hereditary subalgebra may be proved easily by the same argument used in the proof of ( $\mathbb{\square L J}$ ).

Given an ideal $\mathcal{J}=\left\{J_{g}\right\}_{g \in G}$ of a Fell bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$, consider, for each $g$ in $G$, the quotient space $B_{g} / J_{g}$. It is clear that the operations of $\mathscr{B}$ drop to the quotient, giving multiplication operations

$$
\therefore \frac{B_{g}}{J_{g}} \times \frac{B_{h}}{J_{h}} \rightarrow \frac{B_{g h}}{J_{g h}}
$$

and involutions

$$
*: \frac{B_{g}}{J_{g}} \rightarrow \frac{B_{g^{-1}}}{J_{g^{-1}}} .
$$

One then easily verifies that the collection

$$
\mathscr{B} / \mathcal{J}:=\left\{B_{g} / J_{g}\right\}_{g \in G}
$$

is a Fell bundle with the above operations.
21.14. Definition. Given an ideal $\mathcal{J}$ of a Fell bundle $\mathscr{B}$, the Fell bundle $\mathscr{B} / \mathcal{J}$ constructed above will be called the quotient of $\mathscr{B}$ by $\mathcal{J}$.

Let us now compare the cross sectional $\mathrm{C}^{*}$-algebra of the quotient Fell bundle with the quotient of the corresponding cross sectional $\mathrm{C}^{*}$-algebras:
21.15. Proposition. If $\mathcal{J}$ is an ideal in the Fell bundle $\mathscr{B}$, then $C^{*}(\mathcal{J})$ is an ideal in $C^{*}(\mathscr{B})$. Moreover the quotient of $C^{*}(\mathscr{B})$ by $C^{*}(\mathcal{J})$ is isomorphic to $C^{*}(\mathscr{B} / \mathcal{J})$, thus giving an exact sequence of $C^{*}$-algebras

$$
0 \longrightarrow C^{*}(\mathcal{J}) \stackrel{\iota}{\rightarrow} C^{*}(\mathscr{B}) \xrightarrow{q} C^{*}(\mathscr{B} / \mathcal{J}) \longrightarrow 0
$$

Proof. Since ideals are necessarily hereditary sub-bundles, ( $\mathbb{Z N}_{[\ldots]}$ ) applies and hence $C^{*}(\mathcal{J})$ is naturally isomorphic to a subalgebra of $C^{*}(\mathscr{B})$, which the reader may easily prove to be an ideal using the same argument employed in the proof of ( $\overline{\square / \sqrt{2}) \text { ). }}$

For each $g$ in $G$, let us denote by

$$
q_{g}: B_{g} \rightarrow B_{g} / J_{g}
$$

the quotient map. It is then obvious that $q=\left\{q_{g}\right\}_{g \in G}$ is a morphism from $\mathscr{B}$ to $\mathscr{B} / \mathcal{J}$, which therefore induces via ( $\mathbb{Z}$ ) a clearly surjective ${ }^{*}$-homomorphism,

$$
q: C^{*}(\mathscr{B}) \rightarrow C^{*}(\mathscr{B} / \mathcal{J})
$$

still denoted by $q$ by abuse of language, such that

$$
q\left(\hat{\jmath}_{g}(b)\right)=\hat{\jmath}_{g}\left(b+J_{g}\right), \quad \forall g \in G, \quad \forall b \in B_{g}
$$

where we rely on the context to determine which universal representation $\hat{\jmath}$ is meant in each case. Notice that $q$ vanishes on $C^{*}(\mathcal{J})$, so

$$
C^{*}(\mathcal{J}) \subseteq \operatorname{Ker}(q)
$$

The proof will then be complete once we show that these sets are in fact equal. For each $g$ in $G$, define

$$
\pi_{g}^{0}: b \in B_{g} \mapsto \hat{\jmath}_{g}(b)+C^{*}(\mathcal{J}) \in C^{*}(\mathscr{B}) / C^{*}(\mathcal{J})
$$

Since $\pi_{g}^{0}$ clearly vanishes on $J_{g}$, it factors through $B_{g} / J_{g}$, giving a linear mapping

$$
\pi_{g}: B_{g} / J_{g} \rightarrow C^{*}(\mathscr{B}) / C^{*}(\mathcal{J})
$$

One may now check that $\left\{\pi_{g}\right\}_{g \in G}$ is a representation of $\mathscr{B} / \mathcal{J}$, the integrated form of which, according to ( $\square 6.2 \mathrm{~d})$, is a ${ }^{*}$-homomorphism

$$
\varphi: C^{*}(\mathscr{B} / \mathcal{J}) \rightarrow C^{*}(\mathscr{B}) / C^{*}(\mathcal{J})
$$

such that

$$
\varphi\left(\hat{\jmath}_{g}\left(b+J_{g}\right)\right)=\hat{\jmath}_{g}(b)+C^{*}(\mathcal{J}), \quad \forall g \in G, \quad \forall b \in B_{g}
$$

where again the context should be enough to determine the appropriate versions of $\hat{\jmath}$. The composition

$$
C^{*}(\mathscr{B}) \xrightarrow{q} C^{*}(\mathscr{B} / \mathcal{J}) \xrightarrow{\varphi} C^{*}(\mathscr{B}) / C^{*}(\mathcal{J})
$$

thus sends each $\hat{\jmath}_{g}(b)$ to $\hat{\jmath}_{g}(b)+C^{*}(\mathcal{J})$, which means that it is precisely the quotient map modulo $C^{*}(\mathcal{J})$. This immediately implies that

$$
\operatorname{Ker}(q) \subseteq C^{*}(\mathcal{J})
$$

thus concluding the proof.
21.16. Remark. It is interesting to observe that reduced cross sectional algebras behave well with respect to Fell sub-bundles by ( (ㄴ.6), while full cross sectional algebras behave well with respect to exact sequences by ( ZLD ).

Interchanging the roles of full and reduced, we have already obtained a partial result regarding Fell sub-bundles and full cross sectional algebras in ( $\left.\left.\mathbb{Z}_{2}, \ldots\right]\right)$, so we will now discuss the behavior of exact sequences under reduced cross sectional algebras. We begin with a technical result:
21.17. Lemma. Given a Fell bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$, there exists a bounded completely positive linear map

$$
\Psi: C^{*}(\mathscr{B}) \underset{\min }{\otimes} C_{\mathrm{red}}^{*}(G) \rightarrow C_{\mathrm{red}}^{*}(\mathscr{B})
$$

such that, for every $g$ and $h$ in $G$, and every $b$ in $B_{g}$ one has that

$$
\Psi\left(\hat{\jmath}_{g}(b) \otimes \lambda_{h}^{G}\right)=\left\{\begin{array}{cl}
\lambda_{g}(b), & \text { if } g=h \\
0, & \text { if } g \neq h
\end{array}\right.
$$

Consequently $\Psi \circ \tau$ coincides with the identity of $C_{\mathrm{red}}^{*}(\mathscr{B})$, where $\tau$ is given by (18.6).

Proof. Let $\pi$ be any *-representation of $\mathscr{B}$ on a Hilbert space $H$ such that $\pi_{1}$ is faithful. This can easily be obtained by composing a faithful representation of $C^{*}(\mathscr{B})$ with the universal representation $\hat{\jmath}$, for example. Also let

$$
\varphi: C^{*}(\mathscr{B}) \rightarrow \mathscr{L}\left(H \otimes \ell^{2}(G)\right)
$$

be built from $\pi$, as in ([8.7), so that

$$
\varphi\left(\hat{\jmath}_{g}(b)\right)=\pi_{g}(b) \otimes \lambda_{g}^{G}, \quad \forall g \in G, \quad \forall b \in B_{g}
$$

Recalling that $C_{\text {red }}^{*}(G)$ is the closed ${ }^{*}$-subalgebra of $\mathscr{L}\left(\ell^{2}(G)\right)$ generated by the range of the left-regular representation of $G$, consider the representation

$$
\varphi \otimes i d: C^{*}(\mathscr{B}) \underset{\min }{\otimes} C_{\mathrm{red}}^{*}(G) \rightarrow \mathscr{L}\left(H \otimes \ell^{2}(G) \otimes \ell^{2}(G)\right)
$$

characterized by the fact that

$$
(\varphi \otimes i d)\left(b \otimes \lambda_{h}^{G}\right)=\pi_{g}(b) \otimes \lambda_{g}^{G} \otimes \lambda_{h}^{G}
$$

for any $g$ and $h$ in $G$, and any $b$ in $B_{g}$. Let $K$ be the closed subspace of $H \otimes \ell^{2}(G) \otimes \ell^{2}(G)$, given by

$$
K=\bigoplus_{g \in G} H \otimes e_{g} \otimes e_{g}
$$

and let $P$ be the orthogonal projection onto $K$. Also consider the completely positive map

$$
\Psi: C^{*}(\mathscr{B}) \underset{\min }{\otimes} C_{\mathrm{red}}^{*}(G) \rightarrow \mathscr{L}(K)
$$

given by $\Psi(x)=P((\varphi \otimes i d)(x)) P$.
There is an obvious isometric isomorphism between $K$ and $H \otimes \ell_{2}(G)$ under which a vector of the form $\xi \otimes e_{g} \otimes e_{g}$ is mapped to $\xi \otimes e_{g}$. If we identify $\mathscr{L}(K)$ with $\mathscr{L}\left(H \otimes \ell_{2}(G)\right)$ under this map, one sees that,

$$
\Psi\left(\hat{\jmath}_{g}(b) \otimes \lambda_{h}^{G}\right)=\left\{\begin{array}{cl}
\pi_{g}(b) \otimes \lambda_{g}^{G}, & \text { if } g=h, \\
0, & \text { if } g \neq h
\end{array}\right.
$$

for every $g$ and $h$ in $G$, and every $b$ in $B_{g}$.
The range of $\Psi$ is therefore the closed linear span of the set of all $\pi_{g}(b) \otimes$ $\lambda_{g}^{G}$, for $b$ in $B_{g}$. This is also the range of $\varphi$, which in turn is the same as the range of the map $\psi$ of ([8.4).

Since $\psi$ is a faithful representation by the last sentence of (ㄸ.4), given that $\pi_{1}$ is faithful by construction, we may then view $\Psi$ as taking values in $C_{\text {red }}^{*}(\mathscr{B})$, thus providing the desired map.

Let us now discuss an important consequence of the exactness of the base group to Fell bundles:
21.18. Theorem. Let $G$ be an exact group, and let $\mathscr{B}$ be a Fell bundle over $G$. If $\mathcal{J}$ is an ideal in $\mathscr{B}$, then the quotient of $C_{\text {red }}^{*}(\mathscr{B})$ by $C_{\text {red }}^{*}(\mathcal{J})$ is isomorphic to $C_{\text {red }}^{*}(\mathscr{B} / \mathcal{J})$, thus yielding an exact sequence of $C^{*}$-algebras

$$
0 \longrightarrow C_{\mathrm{red}}^{*}(\mathcal{J}) \xrightarrow{\iota_{\mathrm{red}}} C_{\mathrm{red}}^{*}(\mathscr{B}) \xrightarrow{q_{\mathrm{red}}} C_{\mathrm{red}}^{*}(\mathscr{B} / \mathcal{J}) \longrightarrow 0 .
$$

Proof. Recall from (2].2) that $\iota_{\text {red }}$ is a natural isomorphism from $C_{\text {red }}^{*}(\mathcal{J})$ onto an ideal in $C_{\text {red }}^{*}(\mathscr{B})$. On the other hand, the map $q_{\text {red }}$ referred to above is the one given by ( $[2] .3)$ in terms of the quotient morphism $q=\left\{q_{g}\right\}_{g \in G}$.

As in ( $\square 1.)^{2}$ ), it is immediate to check that $q_{\text {red }}$ is surjective and that the range of $\iota_{\text {red }}$ is contained in the kernel of $q_{\text {red }}$. Therefore the only point requiring our attention is the proof that the range of $\iota_{\text {red }}$ contains the kernel of $q_{\text {red }}$. So, let us pick $z$ in $C_{\text {red }}^{*}(\mathscr{B})$, such that

$$
q_{\mathrm{red}}(z)=0 .
$$

Temporarily turning to full cross sectional algebras, recall from ( EL J ) that

$$
0 \longrightarrow C^{*}(\mathcal{J}) \xrightarrow{\iota} C^{*}(\mathscr{B}) \xrightarrow{q} C^{*}(\mathscr{B} / \mathcal{J}) \longrightarrow 0
$$

is an exact sequence. Since $C_{\text {red }}^{*}(G)$ is an exact C*-algebra by hypothesis, the middle row of the diagram below is exact at $C^{*}(\mathscr{B}) \otimes_{\text {min }} C_{\text {red }}^{*}(G)$.

$$
\begin{aligned}
& C_{\text {red }}^{*}(\mathcal{J}) \quad \xrightarrow{\iota_{\text {red }}} \quad C_{\text {red }}^{*}(\mathscr{B}) \\
& \Psi_{1} \uparrow \quad \Psi_{2} \uparrow \\
& C^{*}(\mathcal{J}) \underset{\min }{\otimes} C_{\text {red }}^{*}(G) \xrightarrow{\iota \otimes 1} C^{*}(\mathscr{B}) \underset{\min }{\otimes} C_{\text {red }}^{*}(G) \xrightarrow{q \otimes 1} C^{*}(\mathscr{B} / \mathcal{J}) \underset{\min }{\otimes} C_{\text {red }}^{*}(G) \\
& \tau_{2} \uparrow \\
& C_{\text {red }}^{*}(\mathscr{B}) \quad \xrightarrow{q_{\text {red }}} \quad C_{\text {red }}^{*}(\mathscr{B} / \mathcal{J})
\end{aligned}
$$

In this diagram we have also marked the maps $\Psi_{1}$ and $\Psi_{2}$ given by ( $\mathbb{L I}^{[J]}$ ) for $\mathcal{J}$ and $\mathscr{B}$, respectively, as well as the maps $\tau_{2}$ and $\tau_{3}$ given by ([®.6) for $\mathscr{B}$ and $\mathscr{B} / \mathcal{J}$. The usual method of checking on the appropriate dense subalgebras easily shows that the diagram is commutative.

Since $q_{\mathrm{red}}(z)=0$, we have that $(q \otimes 1)\left(\tau_{2}(z)\right)=0$, so by exactness there exists $x$ in $C^{*}(\mathcal{J}) \otimes_{\text {min }} C_{\text {red }}^{*}(G)$ such that

$$
(\iota \otimes 1)(x)=\tau_{2}(z) .
$$

Therefore

$$
\iota_{\mathrm{red}}\left(\psi_{1}(x)\right)=\psi_{2}((\iota \otimes 1)(x))=\psi_{2}\left(\tau_{2}(z)\right) \stackrel{(1)}{=} z
$$

proving $z$ to be in the range of $\iota_{\text {red }}$, as desired.
 is, even though reduced cross sectional algebras and exact sequences are not the best friends, under the assumption that the group is exact, we get a satisfactory result.

We will now go back to discussing another slightly disgruntled relationship, namely that of full cross sectional algebras and Fell sub-bundles, a relationship that has already appeared in ([IT.]), where heredity proved to be the crucial hypothesis. Instead of heredity we will now work under the existence of conditional expectations, as defined below.
21.19. Definition. Let $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ be a Fell bundle and $\mathscr{A}=\left\{A_{g}\right\}_{g \in G}$ be a Fell sub-bundle. A conditional expectation from $\mathscr{B}$ to $\mathscr{A}$ is a collection of maps

$$
P=\left\{P_{g}\right\}_{g \in G},
$$

where each

$$
P_{g}: B_{g} \rightarrow B_{g}
$$

is a bounded, idempotent linear mapping, with range equal to $A_{g}$, such that $P_{1}$ is a conditional expectation from $B_{1}$ to $A_{1}$ and, for every $g$ and $h$ in $G$, every $b$ in $B_{g}$, and every $c$ in $B_{h}$, one has that
(i) $P_{g}(b)^{*}=P_{g^{-1}}\left(b^{*}\right)$,
(ii) $P_{g h}(b c)=b P_{h}(c)$, provided $b \in A_{g}$,
(iii) $P_{g h}(b c)=P_{g}(b) c$, provided $c \in A_{h}$.

Observe that ( 2 - From now on, let us assume that we are given a Fell bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$, and a Fell sub-bundle $\mathscr{A}=\left\{A_{g}\right\}_{g \in G}$, admitting a conditional expectation

$$
P=\left\{P_{g}\right\}_{g \in G} .
$$

It is our next goal to show that there exists a conditional expectation from $C_{\text {red }}^{*}(\mathscr{B})$ to $C_{\text {red }}^{*}(\mathscr{A})$ extending each $P_{g}$. This result will later be used in conjunction with ( $\mathbb{\square}$ ) to give us the desired embedability result for full crossed sectional algebras.

The method we will adopt uses a version of the Jones-Watatani basic construction [ [104]. As the first step we will construct a right Hilbert $A_{1}$-module from $C_{c}(\mathscr{B})$, vaguely resembling the $B_{1}$-module $\ell^{2}(\mathscr{B})$ defined in ( $\mathbb{C}$ ). Given $y$ and $z$ in $C_{c}(\mathscr{B})$, define

$$
\langle y, z\rangle_{P}=\sum_{g \in G} P_{1}\left(\left(y_{g}\right)^{*} z_{g}\right) .
$$

We have already seen that $C_{c}(\mathscr{B})$ has the structure of a right $B_{1}$-module via the standard inclusion $j_{1}: B_{1} \rightarrow C_{c}(\mathscr{B})$. Restricting this module structure to $A_{1}$, we may view $C_{c}(\mathscr{B})$ as a right $A_{1}$-module. It is then easy to prove that $\langle\cdot, \cdot\rangle_{P}$ is an $A_{1}$-valued pre-inner product, the positivity following from ( 66
21.20. Definition. We shall denote by $\ell_{P}^{2}(\mathscr{B})$ the right Hilbert $A_{1}$-module obtained by completing $C_{c}(\mathscr{B})$ under the semi-norm $\|\cdot\|_{2, P}$ arising from the inner-product defined above (after modding out the subspace of vectors of length zero). For each $b$ in any $B_{g}$, we will denote by $j_{g}^{P}(b)$ the canonical image of $j_{g}(b)$ in $\ell_{P}^{2}(\mathscr{B})$.

The following result is a version of ( $\mathbb{L T . 3})$ to the present situation:
21.21. Proposition. Given $b$ in any $B_{g}$, the operator

$$
\lambda_{g}(b): y \in C_{c}(\mathscr{B}) \longmapsto j_{g}(b) \star y \in C_{c}(\mathscr{B})
$$

is bounded relative to $\|\cdot\|_{2, P}$ and hence extends to a bounded operator on $\ell_{P}^{2}(\mathscr{B})$, which we will denote by $\lambda_{g}^{P}(b)$, such that $\left\|\lambda_{g}^{P}(b)\right\| \leq\|b\|$, and which moreover satisfies

$$
\lambda_{g}^{P}(b)\left(j_{h}^{P}(c)\right)=j_{g h}^{P}(b c), \quad \forall h \in G, \quad \forall c \in B_{h}
$$

Proof. The last assertion follows from the corresponding identity proved in ([.].3). Addressing the boundedness of $\lambda_{g}(b)$, given $y$ in $C_{c}(\mathscr{B})$, notice that

$$
\begin{gathered}
\left\langle\lambda_{g}(b) y, \lambda_{g}(b) y\right\rangle_{P}=\sum_{h \in G} P_{1}\left(\left(y_{g^{-1} h}\right)^{*} b^{*} b y_{g-1}\right)= \\
=\sum_{h \in G} P_{1}\left(\left(y_{h}\right)^{*} b^{*} b y_{h}\right) \stackrel{(b)}{\leq}\| \|^{2} \sum_{h \in G} P_{1}\left(\left(y_{h}\right)^{*} y_{h}\right)=\|b\|^{2}\langle y, y\rangle_{P},
\end{gathered}
$$

from where the result follows.
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Much like we did in (凹C. $)$, one may now prove that the collection of maps $\lambda^{P}=\left\{\lambda_{g}^{P}\right\}_{g \in G}$ is a representation of $\mathscr{B}$ as adjointable operators on $\ell_{P}^{2}(\mathscr{B})$, and hence gives rise to an integrated form, which we denote by

$$
\Lambda^{P}: C^{*}(\mathscr{B}) \rightarrow \mathscr{L}\left(\ell_{P}^{2}(\mathscr{B})\right)
$$

and which in turn is characterized by the fact that

$$
\begin{equation*}
\Lambda^{P}\left(\hat{\jmath}_{g}(b)\right)=\lambda_{g}^{P}(b), \quad \forall g \in G, \quad \forall b \in B_{g} \tag{21.22}
\end{equation*}
$$

21.23. Proposition. The map $\Lambda^{P}$ defined above vanishes on the kernel of the regular representation $\Lambda$ of $\mathscr{B}$.
Proof. Mimicking (

$$
\left\langle j_{g}^{P}(b), \Lambda^{P}(z) j_{h}^{P}(c)\right\rangle_{P}=P_{1}\left(b^{*} E_{g h^{-1}}(\Lambda(z)) c\right),
$$

for all $z \in C^{*}(\mathscr{B}), g, h \in G, b \in B_{g}$, and $c \in B_{h}$. Thus, if $z$ is in the kernel of $\Lambda$, we have that the left-hand-side above vanishes identically, and this easily implies that $\Lambda^{P}(z)=0$.

As a consequence, we see that $\Lambda^{P}$ factors through $C_{\text {red }}^{*}(\mathscr{B})$, producing a representation

$$
\Lambda_{\mathrm{red}}^{P}: C_{\mathrm{red}}^{*}(\mathscr{B}) \rightarrow \mathscr{L}\left(\ell_{P}^{2}(\mathscr{B})\right)
$$

such that

$$
\begin{equation*}
\Lambda_{\mathrm{red}}^{P}\left(\lambda_{g}(b)\right)=\lambda_{g}^{P}(b), \quad \forall g \in G, \quad \forall b \in B_{g} \tag{21.24}
\end{equation*}
$$

In order to proceed, we need to prove the following key inequality:
21.25. Lemma. For $b$ in any $B_{g}$, one has that

$$
P_{g}(b)^{*} P_{g}(b) \leq P_{1}\left(b^{*} b\right)
$$



$$
\left(b-P_{g}(b)\right)^{*}\left(b-P_{g}(b)\right) \geq 0
$$

in $B_{1}$, we deduce from the positivity of $P_{1}$ that

$$
\begin{gathered}
0 \leq P_{1}\left(\left(b-P_{g}(b)\right)^{*}\left(b-P_{g}(b)\right)\right)= \\
=P_{1}\left(b^{*} b-b^{*} P_{g}(b)-P_{g}(b)^{*} b+P_{g}(b)^{*} P_{g}(b)\right)= \\
=P_{1}\left(b^{*} b\right)-P_{g^{-1}}\left(b^{*}\right) P_{g}(b)-P_{g}(b)^{*} P_{g}(b)+P_{g}(b)^{*} P_{g}(b)= \\
=P_{1}\left(b^{*} b\right)-P_{g}(b)^{*} P_{g}(b),
\end{gathered}
$$

from where the conclusion follows.

Observe that $C_{c}(\mathscr{A})$ may be seen as a right $A_{1}$-sub-module of $C_{c}(\mathscr{B})$ in a natural way. Moreover, the inclusion of the former into the latter is clearly isometric for the usual 2-norm on $C_{c}(\mathscr{A}) \subseteq \ell^{2}(\mathscr{A})$, and the norm $\|\cdot\|_{2, P}$ on $C_{c}(\mathscr{B})$. Consequently this map extends to an isometric right- $A_{1}$-linear map

$$
V: \ell^{2}(\mathscr{A}) \rightarrow \ell_{P}^{2}(\mathscr{B}) .
$$

Adopting the policy of using single quotes for denoting the relevant maps for $\mathscr{A}$, let us denote by

$$
j_{g}^{\prime}: A_{g} \rightarrow C_{c}(\mathscr{A})
$$

the maps given by ( 56.2 D$)$. We may then characterize $V$ by the fact that

$$
\begin{equation*}
V\left(j_{g}^{\prime}(a)\right)=j_{g}^{P}(a), \quad \forall a \in A_{g} . \tag{21.26}
\end{equation*}
$$

Since bounded linear maps on Hilbert modules are not necessarily adjointable, we need a bit of work to provide an adjoint for $V$.
21.27. Proposition. The mapping

$$
p: C_{c}(\mathscr{B}) \rightarrow C_{c}(\mathscr{A}) \subseteq \ell^{2}(\mathscr{A}),
$$

defined by

$$
p(y)_{g}=P_{g}\left(y_{g}\right), \quad \forall y \in C_{c}(\mathscr{B}), \quad \forall g \in G,
$$

is bounded with respect to $\|\cdot\|_{2, P}$, and hence extends to a bounded operator from $\ell_{P}^{2}(\mathscr{B})$ to $\ell^{2}(\mathscr{A})$, still denoted by $p$, by abuse of language. Moreover $p$ is the adjoint of the map $V$ defined above.
Proof. Given $y$ in $C_{c}(\mathscr{B})$, one has

$$
\langle p(y), p(y)\rangle=\sum_{g \in G} P_{g}\left(y_{g}\right)^{*} P_{g}\left(y_{g}\right) \stackrel{( }{\leq} \sum_{g \in G} P_{1}\left(\left(y_{g}\right)^{*} y_{g}\right)=\langle y, y\rangle_{P} .
$$

This proves the boundedness of $p$. In order to prove the last assertion in the statement, let $y \in C_{c}(\mathscr{A})$ and $z \in C_{c}(\mathscr{B})$. Then

$$
\langle y, p(z)\rangle=\sum_{h \in G} y_{g}^{*} P_{g}\left(z_{g}\right)=\sum_{h \in G} P_{1}\left(y_{g}^{*} z_{g}\right)=\langle V(y), z\rangle_{P} .
$$

Since $p=V^{*}$, we will from now on dispense with the notation " $p$ ", using " $V$ " instead.

As already mentioned, $V$ is an isometry, so $V^{*} V$ is the identity operator on $\ell^{2}(\mathscr{A})$, while $V V^{*}$ is a projection in $\mathscr{L}\left(\ell_{P}^{2}(\mathscr{B})\right)$, whose range is clearly the canonical copy of $\ell^{2}(\mathscr{A})$ within $\ell_{P}^{2}(\mathscr{B})$.

The following result describes what happens when we compress elements of the range of $\Lambda^{P}$ down to $\ell^{2}(\mathscr{A})$ via $V$. In its statement we will continue with the trend of using single quotes when denoting the relevant maps for $\mathscr{A}$.
21.28. Proposition. For $b$ in any $B_{g}$, one has that

$$
V^{*} \lambda_{g}^{P}(b) V=\lambda_{g}^{\prime}\left(P_{g}(b)\right) .
$$

Proof. Given $h$ in $G$, and $a$ in $A_{h}$ we have that

$$
\begin{gathered}
\left.\left(V^{*} \lambda_{g}^{P}(b) V\right)\right|_{j_{h}^{\prime}(a)} \stackrel{\left(V^{2}\right)}{=} V^{*} \lambda_{g}^{P}(b)\left(j_{h}^{P}(a)\right) \stackrel{(1)}{=} V^{*} j_{g h}^{P}(b a) \stackrel{(1)}{=} \lambda_{g h}^{\prime}\left(P_{g}(b)\right) j_{h}^{\prime}(a) .
\end{gathered}
$$

Since the elements $j_{h}^{\prime}(a)$ considered above span a dense subspace of $\ell^{2}(\mathscr{A})$, the proof is concluded.

With this we may now prove our next main result:
21.29. Theorem. Given a Fell bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$, and a Fell sub-bundle $\mathscr{A}=\left\{A_{g}\right\}_{g \in G}$ admitting a conditional expectation $P=\left\{P_{g}\right\}_{g \in G}$, there exists a conditional expectation

$$
E: C_{\text {red }}^{*}(\mathscr{B}) \rightarrow C_{\text {red }}^{*}(\mathscr{A}),
$$

such that

$$
E\left(\lambda_{g}(b)\right)=\lambda_{g}^{\prime}\left(P_{g}(b)\right), \quad \forall g \in G, \quad \forall b \in B_{g}
$$

where $\lambda^{\prime}$ and $\lambda$ denote the regular representations of $\mathscr{A}$ and $\mathscr{B}$, respectively.
Proof. Define

$$
E: C_{\mathrm{red}}^{*}(\mathscr{B}) \rightarrow \mathscr{L}\left(\ell^{2}(\mathscr{A})\right),
$$

by

$$
E(z)=V^{*} \Lambda_{\mathrm{red}}^{P}(z) V, \quad \forall z \in C_{\mathrm{red}}^{*}(\mathscr{B}) .
$$

In case $z=\lambda_{g}(b)$, for some $b$ in $B_{g}$, notice that

$$
E\left(\lambda_{g}(b)\right)=V^{*} \Lambda_{\mathrm{red}}^{P}\left(\lambda_{g}(b)\right) V \stackrel{(\mathrm{dNad})}{=} V^{*} \lambda_{g}^{P}(b) V \stackrel{(\mathrm{dax})}{=} \lambda_{g}^{\prime}\left(P_{g}(b)\right),
$$

proving the last assertion in the statement. Since the $\lambda_{g}(b)$ span $C_{\text {red }}^{*}(\mathscr{B})$, this also proves that the range of $E$ is contained in $C_{\text {red }}^{*}(\mathscr{A})$, so we may view $E$ as a $C_{\text {red }}^{*}(\mathscr{A})$-valued map, as required.

Conditional expectations are meant to be maps from an algebra to a subalgebra. So it is important for us to view $C_{\text {red }}^{*}(\mathscr{A})$ as a subalgebra of $C_{\text {red }}^{*}(\mathscr{B})$, and we of course do it through ( $\mathbb{( 1 , 6 ) \text { ). Technically this means that }}$ we identify $\lambda_{g}^{\prime}(a)$ and $\lambda_{g}(a)$, for $a$ in any $A_{g}$. In this case, since $P_{g}(a)=a$, we deduce from the equation just proved that $E\left(\lambda_{g}(a)\right)=\lambda_{g}(a)$, so $E$ is the identity on $C_{\text {red }}^{*}(\mathscr{A})$, and the reader may now easily prove that $E$ is in fact a conditional expectation.

We may now return to the discussion of full cross sectional algebras versus Fell sub-bundles:

21．30．Theorem．Let $\mathscr{B}$ be a Fell bundle and let $\mathscr{A}$ be a Fell sub－bundle． If $\mathscr{A}$ admits a conditional expectation，then the canonical map

$$
\iota: C^{*}(\mathscr{A}) \rightarrow C^{*}(\mathscr{B})
$$

of（（2L．${ }^{6}$ ）is injective．
Proof．The proof is essentially identical to the proof of（［1］［3），with the ex－ ception that，in order to conclude that $\iota_{\text {red }} \otimes i d$ is injective，instead of invoking ［比，Proposition 3．6．4］we rely on［國，Proposition 3．6．6］，observing that con－ dition［四，3．6．6．1］is fulfilled by the conditional expectation $E$ provided by （ $\mathrm{L}, \mathrm{CD}$ ）

Let us now study amenability of Fell sub－bundles．
21．31．Proposition．Let $\mathscr{B}$ be an amenable Fell bundle and let $\mathscr{A}$ be a Fell sub－bundle of $\mathscr{B}$ ．If $\mathscr{A}$ is either hereditary or admits a conditional expectation， then $\mathscr{A}$ is also amenable．

Proof．Consider the diagram

where $\Lambda^{\prime}$ and $\Lambda$ are the regular representations of $\mathscr{A}$ and $\mathscr{B}$ ，respectively，and $\iota$ and $\iota_{\text {red }}$ are as in（2．6）．It is elementary to check that this is a commutative diagram．

Employing either（ ${ }_{[L]}$ injective．Since $\mathscr{B}$ is amenable，$\Lambda$ is injective as well，so we conclude that $\Lambda^{\prime}$ is injective，whence $\mathscr{A}$ is amenable．

Using the method employed in the proof of（ $\mathbb{\square L}$ ）it is possible to pro－ duce an amenable Fell bundle containing a non－amenable Fell sub－bundle． Therefore the hypothesis that $\mathscr{A}$ is either hereditary or admits a conditional expectation is crucial for the validity of the result above．

Let us now study the approximation property for Fell sub－bundles．
21．32．Proposition．Let $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ be a Fell bundle satisfying the ap－ proximation property，and let $\mathscr{A}=\left\{A_{g}\right\}_{g \in G}$ be a Fell sub－bundle of $\mathscr{B}$ ．If $A_{1}$ is a hereditary subalgebra of $B_{1}$ ，then $\mathscr{A}$ also satisfies the approximation property．
Proof．Let $\left\{a_{i}\right\}_{i \in I}$ be a Cesaro net for $\mathscr{B}$ ，as defined in（［20．4），and let $\left\{v_{j}\right\}_{j \in J}$ be an approximate identity for $A_{1}$ ．For each $(i, j)$ in $I \times J$ ，consider the function

$$
c_{i, j}: g \in G \mapsto v_{j} a_{i}(g) v_{j} \in A_{1} .
$$
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Notice that $v_{j} a_{i}(g) v_{j}$ indeed lies in $A_{1}$ because $A_{1} B_{1} A_{1} \subseteq A_{1}$, given that $A_{1}$ is supposed to be hereditary.

Considering $I \times J$ as a directed set with coordinate-wise order, we claim that $\left\{c_{i, j}\right\}_{(i, j) \in I \times J}$ is a Cesaro net for $\mathscr{A}$.

Since each $a_{i}$ is a finitely supported function on $G$, it is clear that so are the $c_{i, j}$. In order to prove condition ( $[20.4 \mathrm{i}$ ), suppose we are given $(i, j) \in$ $I \times J$. Then, taking into account that $v_{j}^{*} v_{j} \leq 1$, one has that

$$
\begin{gathered}
\left\|\sum_{g \in G} c_{i, j}(g)^{*} c_{i, j}(g)\right\|=\left\|\sum_{g \in G} v_{j}^{*} a_{i}(g)^{*} v_{j}^{*} v_{j} a_{i}(g) v_{j}\right\| \leq \\
\leq\left\|\sum_{g \in G} v_{j}^{*} a_{i}(g)^{*} a_{i}(g) v_{j}\right\| \leq\left\|\sum_{g \in G} a_{i}(g)^{*} a_{i}(g)\right\|,
\end{gathered}
$$

so (20.4.4) follows from the corresponding property of the Cesaro net $\left\{a_{i}\right\}_{i \in I}$. In order to prove (20.4.iلi), given $b$ in any $A_{g}$, we must prove that

$$
\begin{equation*}
\sum_{h \in G} c_{i, j}(g h)^{*} b c_{i, j}(h) \xrightarrow{(i, j) \rightarrow \infty} b . \tag{21.32.1}
\end{equation*}
$$

For each $i$ in $I$, let us consider the linear operator $W_{i}$ defined on $A_{g}$ by

$$
W_{i}(b)=\sum_{h \in G} a_{i}(g h)^{*} b a_{i}(h), \quad \forall b \in A_{g} .
$$

Since this may be seen as the restriction of the map $V$ of $\left([20.3)\right.$ to $A_{g}$, we have that

$$
\left\|W_{i}\right\| \leq\left\|\sum_{h \in G} a_{i}(h)^{*} a_{i}(h)\right\| \leq M
$$

where $M$ may be chosen independently of $i$. Focusing on the left-hand-side of ( L .32 L ), we have

$$
\sum_{h \in G} c_{i, j}(g h)^{*} b c_{i, j}(h)=\sum_{h \in G} v_{j}^{*} a_{i}(g h)^{*} v_{j}^{*} b v_{j} a_{i}(h) v_{j}=v_{j}^{*} W_{i}\left(v_{j}^{*} b v_{j}\right) v_{j},
$$

so ( ${ }^{21} 32 \mathrm{Cl}$ ) translates into

$$
\begin{equation*}
v_{j}^{*} W_{i}\left(v_{j}^{*} b v_{j}\right) v_{j} \xrightarrow{(i, j) \rightarrow \infty} b . \tag{21.32.2}
\end{equation*}
$$

Observing that the terms of an approximate identity have norm at most 1 , we have that

$$
\begin{gathered}
\left\|b-v_{j}^{*} W_{i}\left(v_{j}^{*} b v_{j}\right) v_{j}\right\| \leq \\
\leq\left\|b-v_{j}^{*} b v_{j}\right\|+\left\|v_{j}^{*} b v_{j}-v_{j}^{*} W_{i}(b) v_{j}\right\|+\left\|v_{j}^{*} W_{i}(b) v_{j}-v_{j}^{*} W_{i}\left(v_{j}^{*} b v_{j}\right) v_{j}\right\| \leq \\
\leq\left\|b-v_{j}^{*} b v_{j}\right\|+\left\|b-W_{i}(b)\right\|+\left\|W_{i}\right\|\left\|b-v_{j}^{*} b v_{j}\right\| .
\end{gathered}
$$

 $\left\{c_{i, j}\right\}_{(i, j) \in I \times J}$ is indeed a Cesaro net for $\mathscr{A}$, as desired.

Observe that the last hypothesis of the above result, namely that $A_{1}$ is a hereditary subalgebra of $B_{1}$, is evidently satisfied if $\mathscr{A}$ is a hereditary sub-bundle of $\mathscr{B}$. It might also be worth pointing out that the fact that $A_{1}$ is a hereditary subalgebra of $B_{1}$ does not imply that $\mathscr{A}$ is a hereditary Fell sub-bundle of $\mathscr{B}$. A counter example may be easily obtained by choosing any Fell bundle $\mathscr{B}$ and selecting $A_{1}=B_{1}$, while $A_{g}=\{0\}$, for all $g \neq 1$. In this case there is no reason for $A_{1} B_{g} A_{1}$ to be contained in $A_{g}$.

After spending a little effort, we have not been able to determine if the approximation property passes to sub-bundles under the existence of a conditional expectation, but we believe there is a good chance this is true.

With respect to amenability of quotient Fell bundles we have the following:
21.33. Proposition. Suppose we are given Fell bundles $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ and $\mathscr{A}=\left\{A_{g}\right\}_{g \in G}$, as well as a morphism $\varphi=\left\{\varphi_{g}\right\}_{g \in G}$ from $\mathscr{B}$ to $\mathscr{A}$, such that $\varphi_{g}$ is onto $A_{g}$ for every $g$.
(i) If $\mathscr{B}$ is amenable and $G$ is an exact group, then $\mathscr{A}$ is also amenable.
(ii) If $\mathscr{B}$ satisfies the approximation property, then so does $\mathscr{A}$.

Proof. Given a Cesaro net $\left\{a_{i}\right\}_{i \in I}$ for $\mathscr{B}$, it is elementary to check that $\left\{\varphi_{1}\left(a_{i}\right)\right\}_{i \in I}$ is a Cesaro net for $\mathscr{A}$. Thus (ii) follows.

With respect to (i), for each $g$ in $G$, let $J_{g}$ be the kernel of $\varphi_{g}$. It is then clear that $\mathcal{J}=\left\{J_{g}\right\}_{g \in G}$ is an ideal of $\mathscr{B}$, in the sense of (21.10.冋), and one has that $\mathscr{B} / \mathcal{J}$ is isomorphic to $\mathscr{A}$.

Consider the diagram

whose rows are exact by ( $\square$. cate the various regular representations. It is immediate to check that this is commutative. Moreover, $\Lambda_{\mathscr{B}}$ is one-to-one by hypothesis, and $\Lambda_{\mathscr{F}}$ is onto by definition of reduced cross sectional algebras, so one may prove that $\Lambda_{\mathscr{A}}$ is injective by a standard diagram chase, similar to one used to prove the Five Lemma.

Notes and remarks. Theorem ( $\mathbb{\square}$ esting to decide if ( $2\lfloor 3.3, \mathrm{~d})$ holds without the hypothesis that $G$ is exact.

## 22. FUNCTORIALITY FOR PARTIAL ACTIONS

As already mentioned, some of the most important examples of Fell bundles arise from partial dynamical systems. In this chapter we will therefore present some consequences of the results proved in the above chapter to semi-direct product bundles. We will also study the relationship between the semi-direct product bundle for a partial action $\beta$ and the corresponding bundle for a restriction of $\beta$.

- So, let us now fix two $\mathrm{C}^{*}$-algebraic partial dynamical systems

$$
\alpha=\left(A, G,\left\{A_{g}\right\}_{g \in G},\left\{\alpha_{g}\right\}_{g \in G}\right)
$$

and

$$
\beta=\left(B, G,\left\{B_{g}\right\}_{g \in G},\left\{\beta_{g}\right\}_{g \in G}\right) .
$$

We will denote the semi-direct product bundles for $\alpha$ and $\beta$ by

$$
\mathscr{A}=\left\{A_{g} \delta_{g}\right\}_{g \in G}, \quad \text { and } \quad \mathscr{B}=\left\{B_{g} \delta_{g}\right\}_{g \in G},
$$

respectively.
Recall from (ए. $\mathbf{~ ( t )}$ ) that a *-homomorphism $\varphi: A \rightarrow B$ is said to be $G$ equivariant provided $\varphi\left(A_{g}\right) \subseteq B_{g}$, and $\varphi\left(\alpha_{g}(a)\right)=\beta_{g}(\varphi(a))$, for $a$ in any $A_{g}$.
22.1. Proposition. Given a $G$-equivariant ${ }^{*}$-homomorphism $\varphi: A \rightarrow B$, for each $g$ in $G$ consider the mapping

$$
\varphi_{g}: A_{g} \delta_{g} \rightarrow B_{g} \delta_{g},
$$

given by

$$
\varphi_{g}\left(a \delta_{g}\right)=\varphi(a) \delta_{g}, \quad \forall a \in A_{g} .
$$

Then $\left\{\varphi_{g}\right\}_{g \in G}$ is a morphism from $\mathscr{A}$ to $\mathscr{B}$.
Proof. Left to the reader.
As an immediate consequence of (2L.2) and ( $\left[\begin{array}{ll}{[2]}\end{array}\right)$, we have:
22.2. Proposition. Given a $G$-equivariant ${ }^{*}$-homomorphism $\varphi: A \rightarrow B$, there are ${ }^{*}$-homomorphisms

$$
\Phi: A \rtimes G \rightarrow B \rtimes G, \quad \text { and } \quad \Phi_{\mathrm{red}}: A \rtimes_{\mathrm{red}} G \rightarrow B \rtimes_{\mathrm{red}} G
$$

sending $a \delta_{g}$ to $\varphi(a) \delta_{g}$, for $a$ in any $A_{g}$, with the appropriate interpretation of $\delta_{g}$ in each case.

In case $\varphi$ is injective one may see $\mathscr{A}$ as a Fell sub-bundle of $\mathscr{B}$. Two of

22.3. Proposition. Let $\beta=\left(B, G,\left\{B_{g}\right\}_{g \in G},\left\{\beta_{g}\right\}_{g \in G}\right)$ be a $C^{*}$-algebraic partial dynamical system, and let $A$ be a closed ${ }^{*}$-subalgebra of $B$. Suppose that either:
(i) $A$ is invariant under $\beta$, or
(ii) $\beta$ is a global action and $A$ is an ideal of $B$.

In either case, let $\alpha=\left(\left\{A_{g}\right\}_{g \in G},\left\{\alpha_{g}\right\}_{g \in G}\right)$ be the restriction of $\beta$ to $A$ (defined in ( have a natural inclusion

$$
A \rtimes_{\mathrm{red}} G \subseteq B \rtimes_{\mathrm{red}} G .
$$

In situation (ii) one moreover has that $A \rtimes_{\text {red }} G$ is a hereditary subalgebra of $B \rtimes_{\text {red }} G$.
 $A \rtimes_{\text {red }} G$ is naturally a subalgebra of $B \rtimes_{\text {red }} G$ then follows from the last assertion in ( $\mathbb{R L L}^{2}$ ). Under hypothesis (ii), we have by ( hereditary Fell sub-bundle of $\mathscr{B}$ so the last sentence in the statement follows


For the case of full crossed products we have the following:
22.4. Proposition. Let $\beta$ be a global action of a group $G$ on a $C^{*}$-algebra $B$, and let $A$ be an ideal of $B$. Considering the partial action $\alpha$ of $G$ on $A$ given by restriction, as defined in (3.2), the canonical mapping

$$
\iota: A \rtimes G \rightarrow B \rtimes G
$$

is injective. Moreover the range of $\iota$ is a hereditary *-subalgebra of $B \rtimes G$.
Proof. We have seen in ( is hereditary in the one for $\beta$. So the conclusion follows immediately from (닉).

In order to take advantage of ( $\mathrm{EL} \times \mathrm{Zl}$ ), namely the injectivity of the canonical mapping under the existence of conditional expectations, we must understand the relationship between partial actions and conditional expectations. This is the goal of our next result.
22.5. Proposition. Suppose we are given a $C^{*}$-algebraic partial dynamical system

$$
\beta=\left(B, G,\left\{B_{g}\right\}_{g \in G},\left\{\beta_{g}\right\}_{g \in G}\right),
$$

and let $A$ be a closed ${ }^{*}$-subalgebra of $B$. Suppose moreover that there is a $G$-equivariant conditional expectation $F$ from $B$ onto $A$. Then
(i) $A$ is invariant under $\beta$,
(ii) the semi-direct product bundle for the action $\alpha$ obtained by restricting $\beta$ to $A$, henceforth denoted by $\mathscr{A}$, seen as a Fell sub-bundle of the semi-direct product bundle for $\beta$, henceforth denoted by $\mathscr{B}$, admits a conditional expectation $P=\left\{P_{g}\right\}_{g \in G}$, where

$$
P_{g}\left(b \delta_{g}\right)=F(b) \delta_{g}, \quad \forall b \in B_{g} .
$$

(iii) the canonical mapping

$$
\iota: A \rtimes G \rightarrow B \rtimes G
$$

is injective.
Proof. Given $g$ in $G$, we have that

$$
\beta_{g}\left(A \cap B_{g^{-1}}\right)=\beta_{g}\left(F\left(A \cap B_{g^{-1}}\right)\right) \stackrel{(\stackrel{(\square)}{=}}{=} F\left(\beta_{g}\left(A \cap B_{g^{-1}}\right)\right) \subseteq A,
$$

proving that $A$ is indeed invariant under $\beta$.
Notice that if $b$ is in any $B_{g}$, then $F(b) \in B_{g} \cap A=: A_{g}$, by invariance, so indeed $F(b) \delta_{g}$ lies in $A_{g} \delta_{g}$, as needed. To prove ( $\quad \sqrt{2 /-19}$ ), we compute

$$
\begin{gathered}
P_{g}\left(b \delta_{g}\right)^{*}=\left(F(b) \delta_{g}\right)^{*}=\beta_{g^{-1}}\left(F\left(b^{*}\right)\right) \delta_{g^{-1}}= \\
=F\left(\beta_{g^{-1}}\left(b^{*}\right)\right) \delta_{g^{-1}}=P_{g^{-1}}\left(\beta_{g^{-1}}\left(b^{*}\right) \delta_{g^{-1}}\right)=P_{g^{-1}}\left(\left(b \delta_{g}\right)^{*}\right) .
\end{gathered}
$$

If we now take $c$ in some $A_{h}$, we have

$$
\begin{gathered}
P_{g h}\left(\left(b \delta_{g}\right)\left(c \delta_{h}\right)\right)=P_{g h}\left(\beta_{g}\left(\beta_{g^{-1}}(b) c\right) \delta_{g h}\right)=F\left(\beta_{g}\left(\beta_{g^{-1}}(b) c\right)\right) \delta_{g h}= \\
=\beta_{g}\left(F\left(\beta_{g^{-1}}(b) c\right)\right) \delta_{g h}=\beta_{g}\left(F\left(\beta_{g^{-1}}(b)\right) c\right) \delta_{g h}=\beta_{g}\left(\beta_{g^{-1}}(F(b)) c\right) \delta_{g h}= \\
=\left(F(b) \delta_{g}\right)\left(c \delta_{h}\right)=P_{g}\left(b \delta_{g}\right)\left(c \delta_{h}\right),
\end{gathered}
$$

 that $P_{g}\left(B_{g} \delta_{g}\right)=A \delta_{g}$, or equivalently that $F\left(B_{g}\right)=A_{g}$, may be easily proved based on the $G$-equivariance of $F$. Point (iii) now follows from ( ( CL ).

Let us now study the behavior of crossed products relative to ideals and quotients.

- We therefore fix, for the time being, a C*-algebraic partial action

$$
\alpha=\left(\left\{A_{g}\right\}_{g \in G},\left\{\alpha_{g}\right\}_{g \in G}\right)
$$

of a group $G$ on a $\mathrm{C}^{*}$-algebra $A$, and an $\alpha$-invariant closed two-sided ideal
 be denoted by

$$
\tau=\left(\left\{J_{g}\right\}_{g \in G},\left\{\tau_{g}\right\}_{g \in G}\right)
$$

Denoting by $B$ the quotient $C^{*}$-algebra, we obtain the exact sequence

$$
\begin{equation*}
0 \rightarrow J \xrightarrow{i} A \xrightarrow{q} B \rightarrow 0, \tag{22.6}
\end{equation*}
$$

where $\iota$ denoted the inclusion, and $q$ the quotient mapping. Letting

$$
B_{g}=q\left(A_{g}\right), \quad \forall g \in G,
$$

it is then easy to see that $B_{g}$ is a closed two-sided ideal in $B$ and that $B_{g}$ is ${ }^{*}$-isomorphic to $A_{g} /\left(A_{g} \cap J\right)$. Moreover, since each $\alpha_{g}$ maps $A_{g^{-1}}$ to $A_{g}$ in such a way that

$$
\alpha_{g}\left(A_{g^{-1}} \cap J\right) \subseteq A_{g} \cap J
$$

by invariance of $J$, we see that $\alpha_{g}$ drops to the quotient providing a ${ }^{*}$ homomorphism

$$
\beta_{g}: B_{g^{-1}} \rightarrow B_{g},
$$

such that

$$
\beta_{g}(q(a))=q\left(\alpha_{g}(a)\right), \quad \forall g \in G, \quad \forall a \in A_{g^{-1}}
$$

22.7. Proposition. One has that

$$
\beta:=\left(\left\{B_{g}\right\}_{g \in G},\left\{\beta_{g}\right\}_{g \in G}\right)
$$

is a partial action of $G$ on $B$.
 $G$, we claim that

$$
\begin{equation*}
B_{g} \cap B_{h}=q\left(A_{g} \cap A_{h}\right) . \tag{22.7.1}
\end{equation*}
$$

By the Cohen-Hewitt Theorem every ideal in a C*-algebra is idempotent. In particular, given any two ideals $I$ and $J$, one has

$$
I \cap J=(I \cap J)(I \cap J) \subseteq I J .
$$

Since $I J$ is obviously contained in $I \cap J$, we deduce that $I \cap J=I J$. Thus, for every $g, h \in G$, we have

$$
B_{g} \cap B_{h}=B_{g} B_{h}=q\left(A_{g}\right) q\left(A_{h}\right)=q\left(A_{g} A_{h}\right)=q\left(A_{g} \cap A_{h}\right),
$$

proving ( 22.1 l ). In order to prove ( $\overline{2.5 \mathrm{l}}$ ), we then compute

$$
\begin{aligned}
& \beta_{g}\left(B_{g^{-1}} \cap B_{h}\right)=\beta_{g}\left(q\left(A_{g^{-1}} \cap A_{h}\right)\right)= \\
& =q\left(\alpha_{g}\left(A_{g^{-1}} \cap A_{h}\right)\right) \subseteq q\left(A_{g h}\right)=B_{g h}
\end{aligned}
$$

Regarding (2.5.ill), pick $x$ in $B_{h^{-1}} \cap B_{(g h)^{-1}}$, and write $x=q(a)$, with $a$


$$
\begin{aligned}
\beta_{g}\left(\beta_{h}(x)\right)= & \beta_{g}\left(\beta_{h}(q(a))\right)=\beta_{g}\left(q\left(\alpha_{h}(a)\right)\right)=q\left(\alpha_{g}\left(\alpha_{h}(a)\right)\right)= \\
& =q\left(\alpha_{g h}(a)\right)=\beta_{g h}(q(a))=\beta_{g h}(x) .
\end{aligned}
$$

This completes the proof.
Regarding the corresponding semi-direct product bundles we have:
22.8. Proposition. Let $\alpha=\left(\left\{A_{g}\right\}_{g \in G},\left\{\alpha_{g}\right\}_{g \in G}\right)$ be a $C^{*}$-algebraic partial action of a group $G$ on a $C^{*}$-algebra $A$, and let $J \unlhd A$ be an $\alpha$-invariant closed two-sided ideal. Also let $\mathcal{J}, \mathscr{A}$ and $\mathscr{B}$ be the semi-direct product bundles relative to the partial actions $\tau, \alpha$ and $\beta$, above. Then $\mathcal{J}$ is an ideal in $\mathscr{A}$, and $\mathscr{B}$ is naturally isomorphic to the quotient Fell bundle $\mathscr{A} / \mathcal{J}$.
Proof. Left for the reader.
We thus have the following consequences of our study of ideals in Fell bundles in the previous chapter:
22.9. Theorem. Let

$$
0 \rightarrow J \xrightarrow{i} A \xrightarrow{q} B \rightarrow 0
$$

be an exact sequence of $C^{*}$-algebras and let $\alpha=\left(\left\{A_{g}\right\}_{g \in G},\left\{\alpha_{g}\right\}_{g \in G}\right)$ be a partial action of $G$ on $A$, relative to which $J$ is invariant. Then the corresponding sequence

$$
0 \rightarrow J \rtimes G \rightarrow A \rtimes G \rightarrow B \rtimes G \rightarrow 0
$$

is also exact. Moreover, if
(i) $G$ is an exact group, or
(ii) the semi-direct product bundle associated to $\alpha$ satisfies the approximation property,
then the sequence

$$
0 \rightarrow J \rtimes_{\mathrm{red}} G \rightarrow A \rtimes_{\mathrm{red}} G \rightarrow B \rtimes_{\mathrm{red}} G \rightarrow 0
$$

is exact as well.

Proof. The first assertion is a direct application of (
Under hypothesis (i), the second assertion follows immediately from ( LL J ), so we need only prove the second assertion under hypothesis (ii).

Let $\mathcal{J}, \mathscr{A}$ and $\mathscr{B}$ be the semi-direct product bundles relative to the partial actions $\tau, \alpha$ and $\beta$, as in (ए2.8).

By hypothesis we have that $\mathscr{A}$ satisfies the approximation property and
 Fell bundles in sight are amenable by ([20.6), so the above sequence of reduced crossed products coincides with the corresponding one for full crossed products whose exactness has already been verified.

This result has a useful application to the study of ideals in the crossed product generated by subsets of the coefficient algebra. We state it only for full crossed products since we only envisage applications of it in this case.
22.10. Proposition. Let

$$
\alpha=\left(A, G,\left\{A_{g}\right\}_{g \in G},\left\{\alpha_{g}\right\}_{g \in G}\right)
$$

be a $C^{*}$-algebraic partial dynamical system. Given any subset $W \subseteq A$,
(i) let $K$ be the ideal of $A \rtimes G$ generated by $\iota(W)$, where $\iota$ is the map defined in (Ш..3), and
(ii) let $J$ be the smallest ${ }^{28} \alpha$-invariant ideal of $A$ containing $W$.

Then $K$ coincides with $J \rtimes G$ (or rather, its canonical image within $A \rtimes G$ ). In addition, there exists a ${ }^{*}$-isomorphism

$$
\varphi: \frac{A \rtimes G}{K} \rightarrow\left(\frac{A}{J}\right) \rtimes G
$$

such that

$$
\varphi\left(a \delta_{g}+K\right)=(a+J) \delta_{g}, \quad \forall g \in G, \quad \forall a \in A_{g}
$$

Proof. We first claim that $\iota^{-1}(K)$ is an $\alpha$-invariant ideal. While it is evident that $\iota^{-1}(K)$ is an ideal, we still need to prove it to be $\alpha$-invariant. Given $a \in \iota^{-1}(K) \cap A_{g^{-1}}$, we must check that $\alpha_{g}(a) \in \iota^{-1}(K)$, which is to say that $\iota\left(\alpha_{g}(a)\right) \in K$. Using Cohen-Hewitt, write $a=b c$, where both $b$ and $c$ lie in $\iota^{-1}(K) \cap A_{g^{-1}}$. Then

$$
\iota\left(\alpha_{g}(a)\right)=\alpha_{g}(a) \delta_{1}=\alpha_{g}(b c) \delta_{1} \stackrel{\left(a_{m}\right)}{=}\left(\alpha_{g}(b) \delta_{g}\right)\left(c \delta_{1}\right)=\left(\alpha_{g}(b) \delta_{g}\right) \iota(c) \in K .
$$

So $\iota^{-1}(K)$ is indeed an invariant ideal, which evidently contains $W$. Since $J$ is the smallest among such ideals, we have that $J \subseteq \iota^{-1}(K)$, which is to say that $\iota(J) \subseteq K$, whence

$$
\begin{equation*}
\iota(W) \subseteq \iota(J) \subseteq K \tag{22.10.1}
\end{equation*}
$$

28 It is easy to see that an arbitrary intersection of invariant ideals is again invariant, so the smallest invariant ideal always exist.

This implies that $K$ coincides with the ideal of $A \rtimes G$ generated by $\iota(J)$. On the other hand notice that, by ( $[6.2 \mathrm{Z}$ ), the ideal generated by $\iota(J)$ is $J \rtimes G$, thus proving that $K=J \rtimes G$. The second and last assertion in the statement is now an immediate consequence of ( KLD ).

## 23. IDEALS IN GRADED ALGEBRAS

Let $B$ be a graded $\mathrm{C}^{*}$-algebra with grading $\left\{B_{g}\right\}_{g \in G}$. If $J$ is an ideal (always assumed to be closed and two-sided) in $B$, there might be no relationship between $J$ and the grading of $B$. It is even possible that $J \cap B_{g}$ is trivial for every $g$ in $G$.

For example, let $\mathscr{B}$ be the group bundle over $\mathbb{Z}$, so that $C^{*}(\mathscr{B})$ is isomorphic to $C(\mathbb{T})$, where $\mathbb{T}$ denotes the unit circle. Fixing $z_{0} \in \mathbb{T}$, the ideal

$$
J=\left\{f \in C(\mathbb{T}): f\left(z_{0}\right)=0\right\}
$$

has trivial intersection with every homogeneous subspace $B_{n}=\mathbb{C} z^{n}$. This is because a nonzero element in $B_{n}$ is invertible, and hence cannot belong to any proper ideal.

The purpose of this chapter is thus to study the relationship between ideals in graded algebras and the grading itself. For this we shall temporarily - fix a graded $\mathrm{C}^{*}$-algebra $B$, with grading $\left\{B_{g}\right\}_{g \in G}$, and a closed two-sided ideal $J \unlhd B$.
23.1. Proposition. The closed two-sided ideal of $B$ generated by $J \cap B_{1}$ coincides with the closure of $\bigoplus_{g \in G} J \cap B_{g}$.
Proof. Given $g$ and $h$ in $G$, notice that

$$
\left(J \cap B_{g}\right) B_{h} \subseteq\left(J B_{h}\right) \cap\left(B_{g} B_{h}\right) \subseteq J \cap B_{g h} .
$$

Therefore we see that

$$
K:=\overline{\bigoplus_{g \in G} J \cap B_{g}}
$$

is invariant under right multiplication by elements of $B_{h}$, and a similar reasoning shows invariance under left multiplication as well. Since $K$ is closed by definition, we then deduce that $K$ is a two-sided ideal. Consequently, noticing that $J \cap B_{1}$ is contained in $K$, we have that

$$
\left\langle J \cap B_{1}\right\rangle \subseteq K
$$

where the angle brackets above indicate the closed two-sided ideal generated by $J \cap B_{1}$.

In order to prove the reverse inclusion, given $g$ in $G$, and $x \in J \cap B_{g}$, notice that $x^{*} x \in J \cap B_{1}$. Using (■.3) (which is stated for Hilbert modules, and hence also holds for $\mathrm{C}^{*}$-algebras) we then have

$$
x=\lim x\left(x^{*} x\right)^{1 / n} \in\left\langle J \cap B_{1}\right\rangle
$$

We therefore conclude that

$$
J \cap B_{g} \subseteq\left\langle J \cap B_{1}\right\rangle
$$

from where it follows that $K \subseteq\left\langle J \cap B_{1}\right\rangle$, as desired.
This justifies the introduction of the following concept:
23.2. Definition. We shall say that $J$ is an induced ideal (sometimes also called a graded ideal) provided any one of the following equivalent conditions hold:
(a) $J$ coincides with the ideal generated by $J \cap B_{1}$,
(b) $\bigoplus_{g \in G} J \cap B_{g}$ is dense in $J$.

For topologically graded algebras there is a lot more to be said, so we shall assume from now on that $B$ is topologically graded. Recall from ( $\mathbb{\square} \mathbf{0}$ ) that in this case $B$ admits Fourier coefficient operators

$$
F_{g}: B \rightarrow B_{g}, \quad \forall g \in G
$$

such that

$$
F_{g}(b)=\delta_{g, h} b, \quad \forall g, h \in G, \quad \forall b \in B_{h}
$$

Given an arbitrary ideal $J \unlhd B$, let us consider the following subsets of $B$ :

$$
\begin{align*}
J^{\prime} & =\left\langle J \cap B_{1}\right\rangle \\
J^{\prime \prime} & =\left\{x \in B: F_{g}(x) \in J, \forall g \in G\right\}  \tag{23.3}\\
J^{\prime \prime \prime} & =\left\{x \in B: F_{1}\left(x^{*} x\right) \in J\right\}
\end{align*}
$$

where the angle brackets in the definition of $J^{\prime}$ are again supposed to mean the closed two-sided ideal generated.
23.4. Proposition. Given any ideal $J$ in a topologically graded $C^{*}$-algebra $B$, one has that the sets $J^{\prime}, J^{\prime \prime}$ and $J^{\prime \prime \prime}$ defined above are closed two-sided ideals in $B$, and moreover

$$
J^{\prime} \subseteq J^{\prime \prime}=J^{\prime \prime \prime}
$$

Proof. It is evident that these are closed subspaces of $B$, and moreover that $J^{\prime}$ is an ideal.

In order to prove that $J^{\prime \prime}$ is an ideal, let $b \in B$, and $x \in J^{\prime \prime}$, and let us prove that $b x \in J^{\prime \prime}$. Since the $B_{g}$ span a dense subspace of $B$, we may assume that $b \in B_{h}$, for some $h \in G$. Then
proving that $b x \in J^{\prime \prime}$, and hence that $J^{\prime \prime}$ is a left ideal. One similarly proves that $J^{\prime \prime}$ is a right ideal. Since we will eventually prove that $J^{\prime \prime \prime}=J^{\prime \prime}$, we skip the proof that $J^{\prime \prime \prime}$ is an ideal for now.

Observing that $J \cap B_{1}$ is contained in $J^{\prime \prime}$, and since we now know that $J^{\prime \prime}$ is an ideal, the ideal generated by $J \cap B_{1}$, namely $J^{\prime}$, is also contained in $J^{\prime \prime}$.

Given any $x \in B$, notice that by Parseval's identity (■T.区), we have that

$$
\sum_{g \in G} F_{g}(z)^{*} F_{g}(z)=F_{1}\left(z^{*} z\right)
$$

In fact ( $\square . .5)$ refers to the $E_{g}$, but since $F_{g}=E_{g} \circ \psi$ (see the proof of ([प.6)), our identity follows easily from ( $\square$ have that

$$
F_{1}\left(z^{*} z\right) \in J \Leftrightarrow F_{g}(z)^{*} F_{g}(z) \in J, \forall g \in G
$$

and we notice that the condition in the right-hand side above is also equivalent to $F_{g}(z) \in J$. This proves that $J^{\prime \prime}=J^{\prime \prime \prime}$.

Having seen how the ideals defined in ( $\overline{2.5 .3} \mathbf{3}$ ) relate to each other, let us also discuss how do they relate to $J$, itself. It is elementary to see that $J$ always contains $J^{\prime}$, but the relationship between $J$ and $J^{\prime \prime}$ is not straightforward. We will see below that $J^{\prime}=J^{\prime \prime}$ under certain conditions, in which case it will follow that $J^{\prime \prime} \subseteq J$. However there are examples in which $J^{\prime \prime}$ is not a subset of $J$, and in fact it may occur that, on the contrary, $J$ is a proper subset of $J^{\prime \prime}$.

This is the case, for example, if $B$ is the full group $\mathrm{C}^{*}$-algebra of a nonamenable group $G$, and $J=\{0\}$. One may then prove that $J^{\prime \prime}$ is the kernel of the regular representation, hence $J^{\prime \prime}$ is strictly larger than $J$.

One might suspect that the culprit for this anomaly is the failure of faithfulness of the standard conditional expectation on $C^{*}(G)$, but examples may also be found in topologically graded $\mathrm{C}^{*}$-algebras with faithful conditional expectations. Take, for example, a group $G$ and a $\mathrm{C}^{*}$-algebra $B$. One may
then prove that $B \otimes_{\min } C_{\text {red }}^{*}(G)$ is isomorphic to the reduced crossed product of $B$ by $G$ under the trivial action, so the former is a topologically $G$-graded $\mathrm{C}^{*}$-algebra with faithful conditional expectation by ([.].]).

Assuming that $G$ is a non-exact group, one may find a short exact sequence of $\mathrm{C}^{*}$-algebras

$$
0 \rightarrow J \xrightarrow{i} B \xrightarrow{\pi} A \rightarrow 0
$$

for which

$$
0 \rightarrow J \underset{\min }{\otimes} C_{\mathrm{red}}^{*}(G) \xrightarrow{i \otimes 1} B \underset{\min }{\otimes} C_{\mathrm{red}}^{*}(G) \xrightarrow{\pi \otimes 1} A \underset{\min }{\otimes} C_{\mathrm{red}}^{*}(G) \rightarrow 0,
$$

is not exact. It is well known that the only place where exactness may fail is at the mid point of this sequence, meaning that the range of $i \otimes 1$ is properly contained in the kernel of $\pi \otimes 1$. Letting $J$ be the range of $i \otimes 1$, one may prove that $J^{\prime \prime}$ is the kernel of $\pi \otimes 1$, whence $J$ is properly contained in $J^{\prime \prime}$, as claimed. Consequently we have that

$$
\begin{equation*}
J^{\prime} \subseteq J \subsetneq J^{\prime \prime} \tag{23.5}
\end{equation*}
$$

so this also produces an example in which $J^{\prime \prime}$ is strictly larger than $J^{\prime}$.
23.6. Proposition. Let $B$ be a topologically graded $C^{*}$-algebra with grading $\left\{B_{g}\right\}_{g \in G}$, and assume that the associated Fell bundle has the approximation property. Then, for every ideal $J \unlhd B$, one has that the ideals $J^{\prime}$ and $J^{\prime \prime}$ defined in (2.3.3) are equal.

Proof. It clearly suffices to prove that $J^{\prime \prime} \subseteq J^{\prime}$. Given $x \in J^{\prime \prime}$, we have by definition that each $F_{g}(x) \in J$, and we claim that $F_{g}(x) \in J^{\prime}$. In order to see this, notice that

$$
F_{g}(x)^{*} F_{g}(x) \in J \cap B_{1} \subseteq J^{\prime}
$$

so we have that $F_{g}(x)^{*} F_{g}(x) \equiv 0\left(\bmod J^{\prime}\right)$. Since $B / J^{\prime}$ is a $\mathrm{C}^{*}$-algebra, we have that $F_{g}(x) \equiv 0\left(\bmod J^{\prime}\right)$, as well, meaning that $F_{g}(x) \in J^{\prime}$, thus proving our claim.

Let $\left\{a_{i}\right\}_{i}$ be a Cesaro net for $\mathscr{B}$, and let $\left\{S_{i}\right\}_{i}$ be the net of summation
 to convince ourselves that $S_{i}(x)$ is also in $J^{\prime}$, hence also

$$
x=\lim _{i} S_{i}(x) \in J^{\prime} .
$$

There is another situation in which we may guarantee the coincidence of the ideals $J^{\prime}$ and $J^{\prime \prime}$.
23.7. Theorem. Let $G$ be a discrete group and let $B$ be a topologically $G$ graded $C^{*}$-algebra. Suppose that $G$ is exact and that the standard conditional expectation $F: B \rightarrow B_{1}$ is faithful. Then for every ideal $J$ of $B$ one has that the ideals $J^{\prime}$ and $J^{\prime \prime}$ defined in (2.3]) coincide.

Proof. Denote by $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ the underlying Fell bundle and note that $B$ is isomorphic to $C_{\text {red }}^{*}(\mathscr{B})$ by ( $\left.\mathbb{Q} .8\right)$. For each $g$ in $G$, let $J_{g}=J \cap B_{g}$ so that $\mathcal{J}:=\left\{J_{g}\right\}_{g \in G}$ is an ideal in $\mathscr{B}$. Employing (ШЈ]) we have that the sequence

$$
\begin{equation*}
0 \rightarrow C_{\text {red }}^{*}(\mathcal{J}) \xrightarrow{\iota_{\text {red }}} B \xrightarrow{q_{\text {red }}} C_{\text {red }}^{*}(\mathscr{B} / \mathcal{J}) \rightarrow 0 \tag{23.7.1}
\end{equation*}
$$

is exact. We next claim that

$$
\begin{equation*}
J^{\prime}=\iota_{\mathrm{red}}\left(C_{\mathrm{red}}^{*}(\mathcal{J})\right), \quad \text { and } \quad J^{\prime \prime}=\operatorname{Ker}\left(q_{\mathrm{red}}\right) . \tag{23.7.2}
\end{equation*}
$$

Given $g$ in $G$, notice that

$$
J_{g}^{*} J_{g} \subseteq B_{1} \cap J \subseteq J^{\prime},
$$

so by (

$$
J_{g}=\left[J_{g} J_{g}^{*} J_{g}\right] \subseteq\left[J_{g} J^{\prime}\right] \subseteq J^{\prime}
$$

so $\iota_{\text {red }}\left(C_{\text {red }}^{*}(\mathcal{J})\right) \subseteq J^{\prime}$. Since the reverse inclusion is evident, we have proven the first identity in ( ESJT ).

On the other hand, denoting by $E$ the faithful standard conditional expectation of $C_{\text {red }}^{*}(\mathscr{B} / \mathcal{J})$, it is easy to see that $E \circ q_{\text {red }}=q_{\text {red }} \circ F$, so for any $b$ in $B$ we have that

$$
q_{\mathrm{red}}(b)=0 \Leftrightarrow E\left(q_{\mathrm{red}}\left(b^{*} b\right)\right)=0 \Leftrightarrow q_{\mathrm{red}}\left(F\left(b^{*} b\right)\right)=0 \Leftrightarrow F\left(b^{*} b\right) \in J_{1},
$$

where the last step is a consequence of the fact that $F\left(b^{*} b\right)$ is in $B_{1}$, and that
 $J^{\prime \prime}$, concluding the verification of ( 2.3 .2$)$.

Since the sequence (
23.8. Definition. Let $B$ be a topologically graded $C^{*}$-algebra with grading $\left\{B_{g}\right\}_{g \in G}$ and Fourier coefficient operators $F_{g}$. We will say that a closed, two-sided ideal $J \unlhd B$ is a Fourier ideal, if $F_{g}(J) \subseteq J$, for every $g$ in $G$.

Thus $J$ is a Fourier ideal if and only if $J \subseteq J^{\prime \prime}$, while $J$ is induced if and only if $J=J^{\prime}$. We may thus reinterpret (
23.9. Proposition. Let $B$ be a topologically graded $C^{*}$-algebra. Then every induced ideal of $B$ is a Fourier ideal. Moreover, the converse holds if either
(i) the associated Fell bundle has the approximation property, or
(ii) $G$ is exact and the standard conditional expectation of $B$ onto $B_{1}$ is faithful.

For an example of a Fourier ideal which is not induced, see (23.4).
The next result is stated for Fourier ideals but, because of the reasoning above, it also holds for induced ones.
23.10. Proposition. Let $B$ be a topologically graded $C^{*}$-algebra with grading $\left\{B_{g}\right\}_{g \in G}$, and let $J$ be a Fourier ideal of $B$. Then $B / J$ is topologically graded by the spaces $q\left(B_{g}\right)$, where $q$ is the quotient map.

Proof. Since $J$ is invariant under each Fourier coefficient operator $F_{g}$, we have that $F_{g}$ passes to the quotient giving a well defined bounded map on $B / J$, namely

$$
\tilde{F}_{g}(x+J)=F_{g}(x)+J, \quad \forall x \in B
$$

Notice that

$$
q\left(B_{g}\right)=\tilde{F}_{g}(B / J)=\operatorname{Ker}\left(i d-\tilde{F}_{g}\right),
$$

the last step holding thanks to the fact that $\tilde{F}_{g}$ is idempotent. As a consequence we deduce that $q\left(B_{g}\right)$ is a closed subspace of $B / J$.

It is now immediate to verify that the collection $\left\{q\left(B_{g}\right)\right\}_{g \in G}$ satisfies ( $\mathrm{M} . \mathrm{Cli=ilil})$ ) and that $\tilde{F}_{1}$ fills in the rest of the hypothesis there to allow us to conclude that this is in fact a topological grading for $B / J$.

All of the above results have their versions in the setting of partial crossed product algebras, since these are graded algebras. The next simple result, which we will use later, has no counterpart for graded algebras since its conclusion explicitly mentions the partial action.
23.11. Proposition. Let $\theta=\left(A, G,\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ be a $C^{*}$-algebraic partial dynamical system. Given an ideal $J$ of either $A \rtimes G$ or $A \rtimes_{\text {red }} G$, let $K=J \cap A$. Then $K$ is a $\theta$-invariant ideal of $A$.
Proof. Of course we are identifying $A$ with its copy $A \delta_{1}$ in the crossed product algebra. Regardless of whether we are working with the full or reduced crossed product, the proof is the same: given $a$ in $K \cap D_{g^{-1}}$, choose an approximate identity $\left\{v_{i}\right\}_{i}$ for $D_{g}$. Then

$$
J \ni\left(v_{i} \delta_{g}\right)\left(a \delta_{1}\right)\left(v_{i} \delta_{g}\right)^{*} \stackrel{a}{=} v_{i} \theta_{g}(a) v_{i}^{*} \delta_{1} \xrightarrow{i \rightarrow \infty} \theta_{g}(a) \delta_{1},
$$

so $\theta_{g}(a)$ is in $K$, proving the statement.

Notes and remarks. The motivation for this chapter comes from Nica's work on induced ideals of algebras of Wiener-Hopf operators [63], Section 6], which

 is from [ [ [ 1 , Theorem 5.1] ${ }^{29}$.

[^21]
## 24. PRE-FELL-BUNDLES

In this short chapter we will develop some algebraic aspects of the theory of Fell bundles. We will begin by introducing the notion of an algebraic Fell bundle and the main question we shall analyze is whether or not they admit a norm with which one may obtain a classical Fell bundle.

The motivation for this is the study of tensor products of Fell bundles by $\mathrm{C}^{*}$-algebras which we will do in the next chapter.
24.1. Definition. An algebraic Fell bundle over a group $G$ is a collection

$$
\mathscr{C}=\left\{C_{g}\right\}_{g \in G}
$$

of complex vector spaces, such that the disjoint union of all the $C_{g}$ 's, which we also denote by $\mathscr{C}$, by abuse of language, is moreover equipped with a multiplication operation and an involution

$$
\therefore \mathscr{C} \times \mathscr{C} \rightarrow \mathscr{C}, \quad *: \mathscr{C} \rightarrow \mathscr{C},
$$

satisfying the following properties for all $g$ and $h$ in $G$, and all $b$ and $c$ in $\mathscr{C}$ :
(a) $C_{g} C_{h} \subseteq C_{g h}$,
(b) multiplication is bi-linear from $C_{g} \times C_{h}$ to $C_{g h}$,
(c) multiplication on $\mathscr{C}$ is associative,
(e) $\left(C_{g}\right)^{*} \subseteq C_{g^{-1}}$,
(f) involution is conjugate-linear from $C_{g}$ to $C_{g^{-1}}$,
(g) $(b c)^{*}=c^{*} b^{*}$,
(h) $b^{* *}=b$.

Compared to ( these refer to norms which are absent in the present case. Our goal here is to furnish a norm on each $C_{g}$ with respect to which the completions form a Fell bundle.

When $G=\{1\}$, an algebraic Fell bundle consists of a single *-algebra and the reader is probably aware that providing a $\mathrm{C}^{*}$-norm on a *-algebra is not
a problem with a straightforward solution. In the case of a general group $G$, the above axioms imply that $C_{1}$ is a ${ }^{*}$-algebra so we should therefore expect our construction of norms on the $C_{g}$ to require at least an initial choice of a C*-norm on $C_{1}$.

If we are indeed given a $\mathrm{C}^{*}$-norm on $C_{1}$, we may consider the completion

$$
B_{1}:=\bar{C}_{1}
$$

with respect to this norm, which will therefore be a $\mathrm{C}^{*}$-algebra. Given $c$ in any $C_{g}$, we may view $c^{*} c$ as an element of $B_{1}$, however without further hypothesis there is no reason why $c^{*} c$ is positive in $B_{1}$. Without this positivity condition there is clearly no hope of turning our algebraic Fell bundle into a Fell bundle.

Still assuming that $c \in C_{g}$, consider the mapping

$$
a \in C_{1} \mapsto c^{*} a c \in C_{1} .
$$

Again there seems to be no reason why this is continuous with respect to the given norm on $C_{1}$ and again this continuity is a necessary condition for us to proceed.
24.2. Definition. A pre-Fell-bundle over a group $G$ is an algebraic Fell bundle

$$
\mathscr{C}=\left\{C_{g}\right\}_{g \in G}
$$

equipped with a C ${ }^{*}$-norm $\|\cdot\|$ on $C_{1}$ such that, for every $c$ in any $C_{g}$, one has that
(i) $c^{*} c$ is a positive element in the $\mathrm{C}^{*}$-algebra $B_{1}$ obtained by completing $C_{1}$ relative to the norm given above,
(ii) the mapping

$$
A d_{c}: a \in C_{1} \mapsto c^{*} a c \in C_{1},
$$

is continuous with respect to $\|\cdot\|$.
Should one prefer to avoid any reference to the completed algebra $B_{1}$ in (24.2.]), above, one could instead require that for every $c \in C_{g}$, there exists a sequence $\left\{a_{n}\right\}_{n} \subseteq C_{1}$, such that $\left\|a_{n}^{*} a_{n}-c^{*} c\right\| \xrightarrow{i \rightarrow \infty} 0$.

- From now on we will fix a pre-Fell-bundle $\mathscr{C}=\left\{C_{g}\right\}_{g \in G}$, and we will look for suitable norms $\|\cdot\|_{g}$ on the other $C_{g}$ 's with the intent of obtaining a Fell bundle. In view of (\$6.1.]), we have no choice but to define

$$
\|c\|_{g}=\left\|c^{*} c\right\|^{\frac{1}{2}}, \quad \forall c \in C_{g}
$$

and our task is then to check the remaining axioms. We begin with some technical results.
24.3. Proposition. For every $c$ in any $C_{g}$, one has that $\left\|c c^{*}\right\|=\left\|c^{*} c\right\|$.

Proof. Recall that a self-adjoint element $x$ in a $\mathrm{C}^{*}$-algebra satisfies $\left\|x^{n}\right\|=$ $\|x\|^{n}$, for every $n \in \mathbb{N}$. This identity also holds for our $\mathrm{C}^{*}$-norm on $C_{1}$, as it follows from the corresponding fact applied to the completed algebra $B_{1}$. So

$$
\begin{aligned}
\left\|c c^{*}\right\|^{n+1}= & \left\|\left(c c^{*}\right)^{n+1}\right\|=\left\|c\left(c^{*} c\right)^{n} c^{*}\right\|=\left\|A d_{c}\left(\left(c^{*} c\right)^{n}\right)\right\| \leq \\
& \leq\left\|A d_{c}\right\|\left\|\left(c^{*} c\right)^{n}\right\| \leq\left\|A d_{c}\right\|\left\|c^{*} c\right\|^{n} .
\end{aligned}
$$

Taking $n^{\text {th }}$ root leads to

$$
\left\|c c^{*}\right\|^{\frac{n+1}{n}} \leq\left\|A d_{c}\right\|^{\frac{1}{n}}\left\|c^{*} c\right\|
$$

and when $n \rightarrow \infty$, we get

$$
\left\|c c^{*}\right\| \leq\left\|c^{*} c\right\| .
$$

The reverse inequality follows by replacing $c$ with $c^{*}$.
Let us now prove a technical result, reminiscent of ([6.9).
24.4. Lemma. Let $\left\{v_{i}\right\}_{i}$ be an approximate identity for $C_{1}$. Then, for every $c$ in any $C_{g}$, one has that

$$
\lim _{i} c^{*} v_{i} c=c^{*} c
$$

Proof. Using that $\|\cdot\|$ is a $\mathrm{C}^{*}$-norm, we have

$$
\begin{aligned}
& \left\|c^{*} v_{i} c-c^{*} c\right\|^{2}=\left\|\left(c^{*} v_{i} c-c^{*} c\right)^{*}\left(c^{*} v_{i} c-c^{*} c\right)\right\|= \\
& =\left\|c^{*} v_{i}^{*} c c^{*} v_{i} c-c^{*} v_{i}^{*} c c^{*} c-c^{*} c c^{*} v_{i} c+c^{*} c c^{*} c\right\|= \\
& =\left\|A d_{c}\left(v_{i}^{*} c c^{*} v_{i}-v_{i}^{*} c c^{*}-c c^{*} v_{i}+c c^{*}\right)\right\| \xrightarrow{i \rightarrow \infty} 0 .
\end{aligned}
$$

With this we may prove a version of ( $\mathbb{L} \mathcal{Z}$ ).
24.5. Lemma. Given $c$ in any $C_{g}$, one has that

$$
c^{*} x c \leq\|x\| c^{*} c, \quad \forall x \in C_{1} \cap B_{1+},
$$

where $B_{1+}$ denotes the set of positive elements of the $C^{*}$-algebra $B_{1}$ obtained by completing $C_{1}$, and the order relation " $\leq$ " is that of $B_{1}$.

Proof. Given $c$ in $C_{g}$, we claim that

$$
\begin{equation*}
x \in C_{1} \cap B_{1+} \quad \Rightarrow \quad c^{*} x c \in B_{1+} \tag{24.5.1}
\end{equation*}
$$

In fact, for each $x$ in $C_{1} \cap B_{1+}$, write $x=y^{*} y$, with $y \in B_{1}$, and choose a sequence $\left\{z_{n}\right\}_{n} \subseteq C_{1}$, converging to $y$. Then

$$
c^{*} x c=A d_{c}\left(\lim _{n \rightarrow \infty} z_{n}^{*} z_{n}\right) \stackrel{(\sqrt{n})}{=} \lim _{n \rightarrow \infty} A d_{c}\left(z_{n}^{*} z_{n}\right)=\lim _{n \rightarrow \infty} c^{*} z_{n}^{*} z_{n} c \stackrel{(\square) 2 \pi}{\epsilon} B_{1+},
$$

proving (24.5.1). Next choose an approximate identity $\left\{v_{i}\right\}_{i}$ for $B_{1}$, contained in $C_{1}$. Then, for $x \in C_{1} \cap B_{1+}$, and for any $i$ we have that

$$
v_{i}^{*}(\|x\|-x) v_{i} \in C_{1} \cap B_{1+}
$$

whence by (24.5.1) we have

$$
\begin{equation*}
B_{1+} \ni c^{*} v_{i}^{*}(\|x\|-x) v_{i} c=\|x\| c^{*} v_{i}^{*} v_{i} c-c^{*} v_{i}^{*} x v_{i} c . \tag{24.5.2}
\end{equation*}
$$

Observing that $\left\{v_{i}^{*} v_{i}\right\}_{i}$ is also an approximate identity for $B_{1}$, we deduce from (24.4) that

$$
c^{*} v_{i}^{*} v_{i} c \xrightarrow{i \rightarrow \infty} c^{*} c,
$$

and from (24.2.11) we have

$$
c^{*} v_{i}^{*} x v_{i} c \xrightarrow{i \rightarrow \infty} c^{*} x c
$$

Taking the limit as $i \rightarrow \infty$ in (24.5. $)$ we finally obtain

$$
\|x\| c^{*} c-c^{*} x c \in B_{1+}
$$

We now have all of the necessary tools in order to prove the main result of this chapter:
24.6. Theorem. Given a pre-Fell-bundle $\mathscr{C}=\left\{C_{g}\right\}_{g \in G}$, there is a unique family of seminorms $\|\cdot\|_{g}$ on the $C_{g}$ 's, such that $\|\cdot\|_{1}$ is the given norm on $C_{1}$, and for $g, h \in G, b \in C_{g}$, and $c \in C_{h}$, one has that
(d) $\|b c\|_{g h} \leq\|b\|_{g}\|c\|_{h}$,
(i) $\left\|b^{*}\right\|_{g^{-1}}=\|b\|_{g}$,
( j ) $\left\|b^{*} b\right\|_{1}=\|b\|_{g}^{2}$.
Proof. Define $\|\cdot\|_{1}$ to coincide with the given norm on $C_{1}$, and for all $g \neq 1$, and all $b \in C_{g}$, set

$$
\|b\|_{g}=\left\|b^{*} b\right\|^{\frac{1}{2}}
$$

If $b \in C_{g}$ and $c \in C_{h}$, we have

$$
(b c)^{*} b c=c^{*} b^{*} b c \stackrel{( }{s+\pi)} \leq b^{*} b \| c^{*} c
$$

whence

$$
\|b c\|_{g h}^{2}=\left\|(b c)^{*} b c\right\| \leq\left\|b^{*} b\right\|\left\|c^{*} c\right\|=\|b\|_{g}^{2}\|c\|_{h}^{2}
$$

proving (d). Notice that (i) follows from (24.3), while (j) follows by definition when $g \neq 1$, and otherwise from the fact that the norm on $C_{1}$ is assumed to be a C*-norm.

To conclude we prove the triangle inequality: given $b, c \in C_{g}$, we have

$$
\begin{gathered}
\|b+c\|_{g}^{2}=\left\|(b+c)^{*}(b+c)\right\|=\left\|b^{*} b+b^{*} c+c^{*} b+c^{*} c\right\| \stackrel{(\mathrm{d})}{\leq} \\
\leq\left\|b^{*}\right\|_{g^{-1}}\|b\|_{g}+\left\|b^{*}\right\|_{g^{-1}}\|c\|_{g}+\left\|c^{*}\right\|_{g^{-1}}\|b\|_{g}+\left\|c^{*}\right\|_{g^{-1}}\|c\|_{g} \stackrel{(\mathrm{i})}{=} \\
=\|b\|_{g}\|b\|_{g}+\|b\|_{g}\|c\|_{g}+\|c\|_{g}\|b\|_{g}+\|c\|_{g}\|c\|_{g}=\left(\|b\|_{g}+\|c\|_{g}\right)^{2} .
\end{gathered}
$$

This concludes the proof of the existence part, while uniqueness follows easily from (j).

Given a pre-Fell-bundle $\mathscr{C}=\left\{C_{g}\right\}_{g \in G}$, one may then consider the completion of each $C_{g}$ under $\|\cdot\|_{g}$, say

$$
B_{g}=\bar{C}_{g}
$$

and, after extending the operations by continuity, the verification of axioms ( $\left.\square 6 . \ldots .{ }^{-\pi}\right)$ becomes routine, especially since they are already known to hold on dense sets. We thus obtain a Fell bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$.
24.7. Definition. The Fell bundle $\mathscr{B}$, obtained as above from a given pre-Fell-bundle $\mathscr{C}$, will be called the completion of $\mathscr{C}$.

The question of extending representations from a pre-Fell-bundle to its completion is an important one which we will discuss next.
24.8. Proposition. Let $\mathscr{C}=\left\{C_{g}\right\}_{g \in G}$ be a pre-Fell-bundle and let $A$ be a $C^{*}$-algebra. Suppose we are given a collection of linear maps $\pi=\left\{\pi_{g}\right\}_{g \in G}$, where

$$
\pi_{g}: C_{g} \rightarrow A
$$

such that
(i) $\pi_{g}(b) \pi_{h}(c)=\pi_{g h}(b c)$,
(ii) $\pi_{g}(b)^{*}=\pi_{g^{-1}}\left(b^{*}\right)$,
for all $g, h \in G$, and all $b \in C_{g}$, and $c \in C_{h}$. Suppose, moreover, that $\pi_{1}$ is continuous relative to the norm on $C_{1}$. Then each $\pi_{g}$ is continuous relative to the norm $\|\cdot\|_{g}$ on $C_{g}$, and hence it extends to a bounded linear map

$$
\tilde{\pi}_{g}: B_{g} \rightarrow A
$$

where $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ is the Fell bundle completion of $\mathscr{C}$. In addition the collection of maps $\tilde{\pi}=\left\{\tilde{\pi}_{g}\right\}_{g \in G}$ is a representation of $\mathscr{B}$ in $A$.

Proof. For $c$ in any $C_{g}$ we have

$$
\left\|\pi_{g}(c)\right\|^{2}=\left\|\pi_{g}(c)^{*} \pi_{g}(c)\right\| \stackrel{(\mathrm{i} \& \mathrm{ii})}{=}\left\|\pi_{1}\left(c^{*} c\right)\right\| \leq\left\|c^{*} c\right\|_{1}=\|c\|_{g}^{2}
$$

proving $\pi_{g}$ to be continuous. The remaining statements are verified in a routine way.

## 25. TENSOR PRODUCTS OF FELL BUNDLES

Tensor products form a very important part of the theory of C*-algebras and, given the very close relationship between $\mathrm{C}^{*}$-algebras and Fell bundles, no treatment of Fell bundles is complete without a careful study of their tensor products.

The most general form of this theory would start by considering two Fell bundles $\mathscr{B}$ and $\mathscr{B}^{\prime}$, over two groups $G$ and $G^{\prime}$, respectively, and one would then attempt to construct a Fell bundle $\mathscr{B} \otimes \mathscr{B}^{\prime}$ over the group $G \times G^{\prime}$. However, given the applications we have in mind, we will restrict ourselves to the special case in which $G^{\prime}$ is a trivial group. In other words, we will restrict our study to tensor products of Fell bundles by single $\mathrm{C}^{*}$-algebras.

Among the main aspects of tensor products we plan to analyze is the relationship between the corresponding versions of spatial and maximal norms.

- Let us fix a $\mathrm{C}^{*}$-algebra $A$ and a Fell bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$. For each $g$ in $G$, let us consider the vector space tensor product

$$
C_{g}:=A \odot B_{g}
$$

Given $g$ and $h$ in $G$, it is easy to see that there exists a bi-linear operation $C_{g} \times C_{h} \rightarrow C_{g h}$, such that
$(a \otimes b)\left(a^{\prime} \otimes b^{\prime}\right)=\left(a a^{\prime}\right) \otimes\left(b b^{\prime}\right), \quad \forall a, a^{\prime} \in A, \quad \forall b \in B_{g}, \quad \forall b^{\prime} \in B_{h}$.
Likewise one may show the existence of a conjugate-linear map * from $C_{g}$ to $C_{g^{-1}}$, such that

$$
(a \otimes b)^{*}=a^{*} \otimes b^{*}, \quad \forall a \in A, \quad \forall b \in B_{g} .
$$

One then easily checks that the collection

$$
\begin{equation*}
A \odot \mathscr{B}=\left\{C_{g}\right\}_{g \in G} \tag{25.1}
\end{equation*}
$$

is an algebraic Fell bundle with the above operations.
The next result is intended to aid the verification of (24.2.1), once we have a C*-norm on $C_{1}$.
25.2. Proposition. Given $c$ in any $C_{g}$, there exist $x_{1}, \ldots, x_{n} \in C_{1}$, such that

$$
c^{*} c=\sum_{i=1}^{n} x_{i}^{*} x_{i} .
$$

Proof. Writing $c=\sum_{i=1}^{n} a_{i} \otimes b_{i}$, with $a_{i} \in A$, and $b_{i} \in B_{g}$, we claim that the $n \times n$ matrix

$$
m=\left\{b_{i}^{*} b_{j}\right\}_{i, j} \in M_{n}\left(B_{1}\right)
$$

is positive. To prove it notice that, viewed as a matrix over the cross sectional $\mathrm{C}^{*}$-algebra of $\mathscr{B}$, we have that $m=y^{*} y$, where $y$ is the row matrix

$$
y=\left[\begin{array}{llll}
b_{1} & b_{2} & \ldots & b_{n}
\end{array}\right] .
$$

Thus $m$ is positive as a matrix over $C^{*}(\mathscr{B})$, but since $B_{1}$ is a subalgebra of $C^{*}(\mathscr{B})$ by ( $\square 7 . \mathrm{T}_{\mathrm{V}}$ ), and since the coefficients of $m$ lie in $B_{1}$, we have that $m$ is positive as a matrix over $B_{1}$. So there exists $h$ in $M_{n}\left(B_{1}\right)$, such that $m=h^{*} h$, which translates into

$$
b_{i}^{*} b_{j}=\sum_{k=1}^{n}\left(h^{*}\right)_{i, k} h_{k, j}=\sum_{k=1}^{n}\left(h_{k, i}\right)^{*} h_{k, j}, \quad \forall i, j=1, \ldots, n .
$$

We then have

$$
\begin{gathered}
c^{*} c=\left(\sum_{i=1}^{n} a_{i} \otimes b_{i}\right)^{*}\left(\sum_{j=1}^{n} a_{j} \otimes b_{j}\right)=\sum_{i, j=1}^{n} a_{i}^{*} a_{j} \otimes b_{i}^{*} b_{j}= \\
=\sum_{i, j, k=1}^{n} a_{i}^{*} a_{j} \otimes\left(h_{k i}\right)^{*} h_{k j}=\sum_{k=1}^{n} \sum_{i, j=1}^{n}\left(a_{i} \otimes h_{k i}\right)^{*}\left(a_{j} \otimes h_{k j}\right)= \\
=\sum_{k=1}^{n}\left(\sum_{i=1}^{n} a_{i} \otimes h_{k i}\right)^{*}\left(\sum_{j=1}^{n} a_{j} \otimes h_{k j}\right)=\sum_{k=1}^{n} x_{k}^{*} x_{k},
\end{gathered}
$$

where $x_{k}=\sum_{i=1}^{n} a_{i} \otimes h_{k i}$.
We then see that axiom (24.2ل]) will hold for any choice of $\mathrm{C}^{*}$-norm on $C_{1}$.
25.3. Proposition. Let $\|\cdot\|_{\max }$ and $\|\cdot\|_{\min }$ be the maximal and minimal $C^{*}$-norms on the algebraic tensor product $A \odot B_{1}$, respectively. Then $A \odot \mathscr{B}$ is a pre-Fell-bundle with either one of these norms.
Proof. After the remark in the paragraph just before the statement, it is now enough to prove that, for every $a$ and $a^{\prime}$ in $A$, and every $b$ and $b^{\prime}$ in any $B_{g}$, the mapping

$$
\rho: t \in C_{1} \mapsto(a \otimes b)^{*} t\left(a^{\prime} \otimes b^{\prime}\right) \in C_{1}
$$

is continuous with respect to both the maximal and minimal $\mathrm{C}^{*}$-norms. If $x \in A$, and $y \in B_{1}$, notice that

$$
\rho(x \otimes y)=a^{*} x a^{\prime} \otimes b^{*} y b^{\prime}
$$

thus $\rho$ is seen to be the tensor product of the maps $\varphi$ and $\psi$ given by

$$
\varphi: x \in A \mapsto a^{*} x a^{\prime} \in A, \quad \text { and } \quad \psi: y \in B_{1} \mapsto b^{*} y b^{\prime} \in B_{1} .
$$

By the polarization identity we may write $\varphi$ as a linear combination of four maps of the form

$$
\varphi_{i}: x \in A \mapsto a_{i}^{*} x a_{i} \in A,
$$

with $a_{i} \in A$, and likewise $\psi$ may be written as a linear combination of four maps of the form

$$
\psi_{j}: y \in B_{1} \mapsto b_{j}^{*} y b_{j} \in B_{1},
$$

with $b_{j} \in B_{g}$. Consequently $\rho$ may be written as a linear combination of the sixteen maps $\varphi_{i} \odot \psi_{j}$, and it is therefore enough to show that these are continuous. Since both the $\varphi_{i}$ and the $\psi_{j}$ are completely positive maps, the result follows from [國, Theorem 3.5.3].
25.4. Definition. Given a C ${ }^{*}$-algebra $A$ and a Fell bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$, let $\tau$ be any $\mathrm{C}^{*}$-norm on $A \odot B_{1}$, with respect to which $A \odot \mathscr{B}$ is a pre-Fell-bundle. Then its completion, according to (24.7), will be denoted by $A \otimes_{\tau} \mathscr{B}$. For each $g$ in $G$, we will denote the corresponding fiber of $A \otimes_{\tau} \mathscr{B}$ by $A \otimes_{\tau} B_{g}$. In the case of the maximal and minimal $\mathrm{C}^{*}$-norms on $A \odot B_{1}$, we will respectively denote the corresponding completions by

$$
A \underset{\max }{\otimes} \mathscr{B}, \quad \text { and } \quad \underset{\min }{A} \mathscr{B},
$$

with fibers

$$
A \underset{\max }{\otimes} B_{g}, \quad \text { and } \quad \underset{\min }{A} B_{g}
$$

for each $g$ in $G$.
Employing similar methods one could also study the tensor product of a Fell bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ over a group $G$, by a Fell bundle $\mathscr{C}=\left\{C_{h}\right\}_{h \in H}$ over a group $H$, obtaining a Fell bundle

$$
\mathscr{B} \otimes \mathscr{C}=\left\{\overline{B_{g} \otimes C_{h}}\right\}_{(g, h) \in G \times H}
$$

over the group $G \times H$. This will of course require an appropriate choice of norm on $B_{1} \odot C_{1}$. We will however not pursue these ideas here.
25.5. Proposition. Given a Fell bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$, let $C$ and $D$ be $C^{*}$-algebras and suppose that $\tau$ and $\nu$ are $C^{*}$-norms on $C \odot B_{1}$ and $D \odot$ $B_{1}$, respectively, making $C \odot \mathscr{B}$ and $D \odot \mathscr{B}$ into pre-Fell-bundles. Suppose moreover that $\varphi: C \rightarrow D$ is a *-homomorphism such that

$$
\varphi \otimes i d: C \odot B_{1} \rightarrow D \odot B_{1}
$$

is continuous relative to $\tau$ and $\nu$. Then there exists a morphism $\tilde{\varphi}=\left\{\varphi_{g}\right\}_{g \in G}$ from $C \otimes_{\tau} \mathscr{B}$ to $D \otimes_{\nu} \mathscr{B}$, such that

$$
\varphi_{g}(c \otimes b)=\varphi(c) \otimes b
$$

for every $b$ in any $B_{g}$.
Proof. Given $g$ in $G$, define

$$
\varphi_{g}^{0}: C \odot B_{g} \rightarrow D \odot B_{g}
$$

by $\varphi_{g}^{0}=\varphi \otimes i d$. It is then easy to see that the collection of maps

$$
\widetilde{\varphi^{0}}=\left\{\varphi_{g}^{0}\right\}_{g \in G}
$$

satisfy (2L. 2 and $D \odot B_{g}$ given in ( $\mathrm{L} . \mathrm{D}(\mathrm{d})$. We moreover claim that each $\varphi_{g}^{0}$ is continuous relative to the norms $\|\cdot\|_{g}^{\tau}$ and $\|\cdot\|_{g}^{\nu}$, given by ( $\mathbb{2 4 \cdot 6}$ ) on $C \odot B_{g}$ and $D \odot B_{g}$, respectively.

In order to verify the claim, notice that the case $g=1$ is granted by hypothesis. For an arbitrary $g$ in $G$, pick any $x$ in $C \odot B_{g}$, and observe that

$$
\left(\left\|\varphi_{g}^{0}(x)\right\|_{g}^{\nu}\right)^{2}=\left\|\varphi_{g}^{0}(x)^{*} \varphi_{g}^{0}(x)\right\|_{1}^{\nu}=\left\|\varphi_{1}^{0}\left(x^{*} x\right)\right\|_{1}^{\nu} \leq\left\|x^{*} x\right\|_{1}^{\tau}=\left(\|x\|_{g}^{\tau}\right)^{2},
$$

where the inequality above is a consequence of the already verified case $g=1$. We may therefore extend each $\varphi_{g}^{0}$ to a continuous mapping

$$
\varphi_{g}: C \otimes_{\tau} B_{g} \rightarrow D \otimes_{\nu} B_{g},
$$

and the reader may then easily verify that the resulting collection of maps $\tilde{\varphi}=\left\{\varphi_{g}\right\}_{g \in G}$ satisfies the required conditions.

Recall that any Fell bundle admits a universal representation in its full cross sectional C*-algebra by ( $\mathbb{\square 6} \cdot \mathbf{2 6}$ ), as well a regular representation in its reduced cross sectional C*-algebra by ([ITC). In the case of $A \otimes_{\max } \mathscr{B}$ and $A \otimes_{\min } \mathscr{B}$, we believe it is best not to introduce any special notation for these
 fibers of our bundles as subspaces of both the full and reduced cross sectional $\mathrm{C}^{*}$-algebras.

In principle this has a high risk of confusion, since when $a$ is in $A$ and $b$ is in some $B_{g}$, the expression $a \otimes b$ may be interpreted as elements of eleven different spaces, namely $A \odot B_{g}, A \otimes_{\max } B_{g}, A \otimes_{\min } B_{g}, C^{*}\left(A \otimes_{\max } \mathscr{B}\right)$, $C^{*}\left(A \otimes_{\min } \mathscr{B}\right), C_{\text {red }}^{*}\left(A \otimes_{\text {max }} \mathscr{B}\right), C_{\text {red }}^{*}\left(A \otimes_{\text {min }} \mathscr{B}\right)$, besides the maximal and minimal tensor products of $A$ by either $C^{*}(\mathscr{B})$ or $C_{\text {red }}^{*}(\mathscr{B})$. Fortunately, as we will see, the context will always suffice to determine the correct interpretation of $a \otimes b$.
25.6. Proposition. For every $a$ in $A$, and $b$ in any $B_{g}$, one has that

$$
\|a \otimes b\|=\|a\|\|b\|,
$$

for any one of the various interpretations of $a \otimes b$, except, of course, for $A \odot B_{g}$ which is a space devoid of a norm.

Proof. We begin by treating the interpretation of $a \otimes b$ in $A \otimes_{\max } B_{g}$. By (24.6.1) we have

$$
\begin{gathered}
\|a \otimes b\|_{g}^{2}=\left\|(a \otimes b)^{*}(a \otimes b)\right\|_{1}=\left\|a^{*} a \otimes b^{*} b\right\|_{1}=\left\|a^{*} a \otimes b^{*} b\right\|_{\max }= \\
=\left\|a^{*} a\right\|\left\|b^{*} b\right\|=\|a\|^{2}\|b\|^{2},
\end{gathered}
$$

where, in the penultimate step above, we have used that the norm on $A \otimes_{\text {max }}$ $B_{1}$ is a cross-norm (i.e., satisfies the identity in the statement).

A very similar argument proves the result in the case of $A \otimes_{\min } B_{g}$, and
 does it for $C_{\text {red }}^{*}\left(A \otimes_{\text {max }} \mathscr{B}\right)$ and $C_{\text {red }}^{*}\left(A \otimes_{\text {min }} \mathscr{B}\right)$.
 $C^{*}(\mathscr{B})$ or $C_{\text {red }}^{*}(\mathscr{B})$, coincide with its norm as an element of $B_{g}$. Thus, the result relative to the maximal or minimal tensor products of $A$ by either $C^{*}(\mathscr{B})$ or $C_{\text {red }}^{*}(\mathscr{B})$ follow, since both the maximal or minimal norms are cross-norms.
25.7. Theorem. Given a $C^{*}$-algebra $A$ and a Fell bundle $\mathscr{B}$, one has that

$$
C^{*}(A \underset{\max }{\otimes} \mathscr{B}) \simeq A \underset{\max }{\otimes} C^{*}(\mathscr{B})
$$

via an isomorphism which sends $a \otimes b \rightarrow a \otimes \hat{\jmath}_{g}(b)$, for $b$ in any $B_{g}$, and all $a$ in $A$.

Proof. For each $g$ in $G$, define

$$
\pi_{g}: A \odot B_{g} \rightarrow A \underset{\max }{\otimes} C^{*}(\mathscr{B})
$$

by

$$
\pi_{g}(a \otimes b)=a \otimes \hat{\jmath}_{g}(b), \quad \forall a \in A, \quad \forall b \in B_{g}
$$

where $\hat{\jmath}$ is the universal representation of $\mathscr{B}$ in $C^{*}(\mathscr{B})$.
It is clear that the $\pi_{g}$ satisfy ( $\left.24.8, \mathrm{j}=\mathrm{il}\right)$. In addition, by the universal property of the maximal norm [ [⿴囗 tinuous for $\|\cdot\|_{\text {max }}$. It then follows from (24.8) that the $\pi_{g}$ extend to a representation $\tilde{\pi}=\left\{\tilde{\pi}_{g}\right\}_{g \in G}$ of $A \otimes_{\max } \mathscr{B}$ in $A \otimes_{\max } C^{*}(\mathscr{B})$. We then conclude from ( $\mathbf{6} \cdot 2 \mathrm{~T}$ ) that there exists a unique *-homomorphism

$$
\begin{equation*}
\varphi: C^{*}(A \underset{\max }{\otimes} \mathscr{B}) \rightarrow A \underset{\max }{\otimes} C^{*}(\mathscr{B}) \tag{25.7.1}
\end{equation*}
$$

such that $\varphi$ composed with the universal representation of $A \otimes_{\max } \mathscr{B}$ in $C^{*}\left(A \otimes_{\max } \mathscr{B}\right)$ yields $\tilde{\pi}$. Employing the identifications discussed in the paragraph before ( 2.5 .6 ), this means that

$$
\varphi(a \otimes b)=a \otimes \hat{\jmath}_{g}(b), \quad \forall a \in A, \quad \forall g \in G, \quad \forall b \in B_{g} .
$$

In order to prove that $\varphi$ is an isomorphism we will construct an inverse for it. This will involve understanding a representation of $\mathscr{B}$ in the multiplier algebra of $C^{*}\left(A \otimes_{\max } \mathscr{B}\right)$, which we will now describe. Given $b$ in any $B_{g}$, we claim that there are bounded linear operators

$$
L_{b}, R_{b}: C^{*}(A \underset{\max }{\otimes} \mathscr{B}) \rightarrow C^{*}(A \underset{\max }{\otimes} \mathscr{B}),
$$

such that

$$
L_{b}(a \otimes c)=a \otimes b c, \quad \text { and } \quad R_{b}(a \otimes c)=a \otimes c b
$$

for any $a$ in $A$, and any $c$ in the total space of $\mathscr{B}$.
To see this let $\left\{v_{i}\right\}_{i}$ be an approximate identity for $A$, and consider the operators $L_{v_{i} \otimes b}$ on $C^{*}\left(A \otimes_{\max } \mathscr{B}\right)$ given by left-multiplication by $v_{i} \otimes b$. We then have that

$$
L_{v_{i} \otimes b}(a \otimes c)=v_{i} a \otimes b c \xrightarrow{i \rightarrow \infty} a \otimes b c .
$$

Note that this convergence is guaranteed by ( $\mathbf{L 5 \cdot 6} \mathbf{6}$ ).
Therefore the net $\left\{L_{v_{i} \otimes b}\right\}_{i}$ converges pointwise on $C_{c}\left(A \otimes_{\max } \mathscr{B}\right)$ and, being a uniformly bounded net, it actually converges pointwise everywhere to a bounded operator which we denote by $L_{b}$, and which clearly satisfies the required conditions. The existence of $R_{b}$ is proved similarly, and it is then easy to see that the pair $\left(L_{b}, R_{b}\right)$ is a multiplier of $C^{*}\left(A \otimes_{\max } \mathscr{B}\right)$. Moreover the mappings

$$
\mu_{g}: b \in B_{g} \mapsto\left(L_{b}, R_{b}\right) \in \mathcal{M}\left(C^{*}(A \underset{\max }{\otimes} \mathscr{B})\right)
$$

once put together, form a representation

$$
\mu=\left\{\mu_{g}\right\}_{g \in G}
$$

of $\mathscr{B}$ in $\mathcal{M}\left(C^{*}\left(A \otimes_{\max } \mathscr{B}\right)\right)$. Feeding this representation into ( $\left.\square 6 \times\right)^{(1)}$ ) provides a *-homomorphism

$$
\psi: C^{*}(\mathscr{B}) \rightarrow \mathcal{M}\left(C^{*}(A \underset{\max }{\otimes} \mathscr{B})\right),
$$

such that $\psi \circ \hat{\jmath}_{g}=\mu_{g}$, for all $g$ in $G$. In particular

$$
\psi\left(\hat{\jmath}_{g}(b)\right)(a \otimes c)=a \otimes b c, \quad \forall b \in B_{g}, \quad \forall c \in \mathscr{B}, \quad \forall a \in A
$$

where $\mathscr{B}$ is being used here to denote total space.

We now prove the existence of *-homomorphism

$$
\chi: A \rightarrow \mathcal{M}\left(C^{*}(A \underset{\max }{\otimes} \mathscr{B})\right)
$$

such that

$$
\chi(a)\left(a^{\prime} \otimes c\right)=a a^{\prime} \otimes c, \quad \forall a, a^{\prime} \in A, \quad \forall c \in \mathscr{B} .
$$

Since the reasoning is similar to the above, we limit ourselves to sketching it. Fixing $a$ in $A$ and an approximate identity $\left\{v_{i}\right\}_{i}$ for $B_{1}$, one has that the left-multiplication operators $L_{a \otimes v_{i}}$ satisfy

$$
L_{a \otimes v_{i}}\left(a^{\prime} \otimes c\right)=a a^{\prime} \otimes v_{i} c \xrightarrow{i \rightarrow \infty} a a^{\prime} \otimes c, \quad \forall a^{\prime} \in A, \quad \forall c \in \mathscr{B}
$$

by (■6.4). The strong limit of the $L_{a \otimes v_{i}}$ therefore exists and gives the first coordinate of a multiplier pair $\left(L_{a}, R_{a}\right)$ which we set to be $\chi(a)$.

Once the existence of $\chi$ is established, observing that the ranges of $\psi$ and $\chi$ commute, we may employ once again the universal property of the maximal norm [■], Theorem 3.3.7], obtaining a *-homomorphism $\chi \times \psi$ from $A \otimes_{\max } C^{*}(\mathscr{B})$ to the above multiplier algebra, such that

$$
(\chi \times \psi)(a \otimes y)=\chi(a) \psi(y), \quad \forall a \in A, \quad \forall y \in C^{*}(\mathscr{B})
$$

In particular, for $a, a^{\prime} \in A, b \in B_{g}$, and $c \in \mathscr{B}$ (total space), we have

$$
\left((\chi \times \psi)\left(a \otimes \hat{\jmath}_{g}(b)\right)\right)\left(a^{\prime} \otimes c\right)=a a^{\prime} \otimes b c
$$

This implies that

$$
(\chi \times \psi)\left(a \otimes \hat{\jmath}_{g}(b)\right)=a \otimes b
$$

so the range of $\chi \times \psi$ is actually contained in $C^{*}\left(A \otimes_{\max } \mathscr{B}\right)$ (or rather, in its canonical copy inside the multiplier algebra). It is now easy to see that $\chi \times \psi$ is the inverse of the $\operatorname{map} \varphi$ in ( 2.

The following is the reduced/minimal version of the result above.
25.8. Theorem. Given a $C^{*}$-algebra $A$ and a Fell bundle $\mathscr{B}$, one has that

$$
C_{\mathrm{red}}^{*}(A \underset{\min }{\otimes} \mathscr{B}) \simeq A \underset{\min }{\otimes} C_{\mathrm{red}}^{*}(\mathscr{B})
$$

via an isomorphism sending $a \otimes b \rightarrow a \otimes \lambda_{g}(b)$, for $b$ in any $B_{g}$, and all $a$ in A.

Proof．The first few steps of this proof are very similar to the proof of（ $\boxed{\boxed{L} .7}$ ）， but significant differences will appear along the way．For each $g$ in $G$ ，define

$$
\pi_{g}: A \odot B_{g} \rightarrow A \underset{\min }{\otimes} C_{\mathrm{red}}^{*}(\mathscr{B})
$$

by

$$
\pi_{g}(a \otimes b)=a \otimes \lambda_{g}(b), \quad \forall a \in A, \quad \forall b \in B_{g}
$$

where $\lambda$ is the regular representation of $\mathscr{B}$ in $C_{\text {red }}^{*}(\mathscr{B})$ given in（［T．4）．
It is clear that the $\pi_{g}$ satisfy（ $\overline{24.8, \mathrm{i}-\mathrm{il}}$ ）．In addition，by［［⿴囗十．］，Proposition 3．6．1］，we have that $\pi_{1}$ is isometric for the minimal norm on $A \odot B_{1}$ ，and hence also continuous．It then follows from（24．8）that the $\pi_{g}$ extend to a representation $\tilde{\pi}=\left\{\tilde{\pi}_{g}\right\}_{g \in G}$ of $A \otimes_{\min } \mathscr{B}$ in $A \otimes_{\min } C_{\text {red }}^{*}(\mathscr{B})$ ．Note that $\tilde{\pi}_{1}$ is then isometric on $A \otimes_{\text {min }} B_{1}$ ．

Let us denote the integrated form of $\tilde{\pi}$ by

$$
\rho: C^{*}(A \underset{\min }{\otimes} \mathscr{B}) \rightarrow A \underset{\min }{\otimes} C_{\text {red }}^{*}(\mathscr{B})
$$

so that by（ $[6.2 \mathrm{~T}$ ）we have

$$
\rho(a \otimes b)=a \otimes \lambda_{g}(b), \quad \forall a \in A, \quad \forall b \in B_{g} .
$$



$$
\psi: C_{\mathrm{red}}^{*}(A \underset{\mathrm{~min}}{\otimes} \mathscr{B}) \rightarrow A \underset{\min }{\otimes} C_{\mathrm{red}}^{*}(\mathscr{B}) \underset{\min }{\otimes} C_{\mathrm{red}}^{*}(G),
$$

such that for all $a \otimes b$ in any $A \otimes_{\min } B_{g}$ ，one has

$$
\psi(a \otimes b)=a \otimes \lambda_{g}(b) \otimes \lambda_{g}^{G} .
$$

Since $\tilde{\pi}_{1}$ is faithful，we have by（［8．⿹\zh26灬）that $\psi$ is faithful．Using the above maps，in addition to the map $\sigma$ provided by（ $[\mathbf{\square} \mathbf{7}$ ），we build the diagram

$$
\begin{array}{ccc}
C^{*}\left(A \otimes_{\min } \mathscr{B}\right) & \xrightarrow{\rho} & A \otimes_{\min } C_{\text {red }}^{*}(\mathscr{B}) \\
\Lambda \downarrow & & \downarrow i d \otimes \sigma \\
C_{\text {red }}^{*}\left(A \otimes_{\min } \mathscr{B}\right) & \xrightarrow{\psi} & A \otimes_{\min } C_{\text {red }}^{*}(\mathscr{B}) \otimes_{\min } C_{\text {red }}^{*}(G)
\end{array}
$$

which the reader may easily prove to be commutative．
Since $\sigma$ is faithful，we have by［ $\boxed{\square}$ ，Proposition 3．6．1］，that $i d \otimes \sigma$ is faithful．We have also seen above that $\psi$ is faithful，so one deduces that $\rho$ and $\Lambda$ must have the same null spaces．Consequently $\rho$ factors through the kernel of $\Lambda$ ，producing the required isomorphism．

Let us now study the approximation property for tensor products of C＊－algebras by Fell bundles．

25．9．Proposition．Let $A$ be a $C^{*}$－algebra and $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ be a Fell bundle．Also let $\tau$ be any $C^{*}$－norm on $A \odot B_{1}$ ，with respect to which $A \odot \mathscr{B}$ is a pre－Fell－bundle．If $\mathscr{B}$ satisfies the approximation property described in （ $\mathrm{LCD} \mathrm{U}^{2}$ ），then so does $A \otimes_{\tau} \mathscr{B}$ ．

Proof．Let $\left\{v_{i}\right\}_{i \in I}$ be an approximate identity for $A$ ，and choose a Cesaro net $\left\{a_{j}\right\}_{j \in J}$ for $\mathscr{B}$ ．Considering $I \times J$ as an ordered set with coordinate－wise order relation，it is clear that $I \times J$ is a directed set．For each $(i, j) \in I \times J$ ， let

$$
\alpha_{i, j}: G \rightarrow A \otimes_{\tau} B_{1},
$$

be defined by

$$
\alpha_{i, j}(g)=v_{i} \otimes a_{j}(g), \quad \forall g \in G
$$

We then claim that $\alpha$ is a Cesaro net for $A \otimes_{\tau} \mathscr{B}$ ．Indeed，given $(i, j) \in$ $I \times J$ ，we have

$$
\begin{gathered}
\left\|\sum_{g \in G} \alpha_{i}(g)^{*} \alpha_{i}(g)\right\|=\left\|\sum_{g \in G} v_{i}^{*} v_{i} \otimes a_{i}(g)^{*} a_{i}(g)\right\|= \\
=\left\|v_{i}^{*} v_{i}\right\|\left\|\sum_{g \in G} a_{i}(g)^{*} a_{i}(g)\right\|
\end{gathered}
$$

where we have denoted $\tau$ by the usual norm symbol，noting that，as well as any C＊－norm on $A \odot B_{1}, \tau$ is a cross norm［四，Lemma 3．4．10］．This proves that the $\alpha_{i}$ satisfy（［20．4．ل－$)$ ．

Given $a$ in $A$ ，and $b$ in any $B_{g}$ ，we have for all $(i, j) \in I \times J$ ，that

$$
\begin{aligned}
& \sum_{h \in G} \alpha_{i}(g h)^{*}(a \otimes b) \alpha_{i}(h)=\sum_{h \in G}\left(v_{i} \otimes a_{j}(g h)\right)^{*}(a \otimes b)\left(v_{i} \otimes a_{j}(h)\right)= \\
= & \sum_{h \in G} v_{i}^{*} a v_{i} \otimes a_{j}(g h)^{*} b a_{j}(h)=v_{i}^{*} a v_{i} \otimes \sum_{h \in G} a_{j}(g h)^{*} b a_{j}(h)^{i, j \rightarrow \infty} a \otimes b .
\end{aligned}
$$

The conclusion now follows from（20．0．）．
Recall from［［⿴囗十 Theorem 3．8．7］that a $\mathrm{C}^{*}$－algebra $A$ is nuclear if，for every $\mathrm{C}^{*}$－algebra $B$ ，there is a unique $\mathrm{C}^{*}$－norm on $A \odot B$ ．This is clearly the same as saying that the maximal and minimal tensor norms on $A \odot B$ coincide．

The next result gives sufficient conditions for the nuclearity of cross sec－ tional C＊－algebras．

25．10．Proposition．Suppose that the Fell bundle $\mathscr{B}$ satisfies the approx－ imation property and that $B_{1}$ is nuclear．Then $C^{*}(\mathscr{B})$ ，which is necessarily isomorphic to $C_{\text {red }}^{*}(\mathscr{B})$ ，is also nuclear．
Proof．We must check that，for any C＊－algebra $A$ ，there is only one C＊－norm on $A \odot C^{*}(\mathscr{B})$ ．This is equivalent to showing that the canonical map from the maximal to the minimal tensor product，shown in the first row of the diagram below，is an isomorphism．

 right－hand vertical arrows above，respectively．Observe，in addition，that since $B_{1}$ is nuclear by hypothesis，the maximal and minimal norms on $A \odot B_{1}$ coincide，so that $A \otimes_{\max } \mathscr{B}$ and $A \otimes_{\min } \mathscr{B}$ are in fact equal．Moreover $A \otimes_{\min } \mathscr{B}$ satisfies the approximation property by（ $\overline{\mathrm{L} . \mathrm{T}}$ ），and hence is amenable by （［20．6），so its regular representation，marked as $\Lambda$ in the above diagram，is an isomorphism．Finally，since all maps above are essentially the identity on the various dense copies of $A \odot C_{c}(\mathscr{B})$ ，we deduce that the diagram com－ mutes，which implies that the arrow in the first row of the diagram is an isomorphism，as desired．

The following is a a partial converse of the above result：
25．11．Theorem．If the reduced cross－sectional $C^{*}$－algebra of a Fell bundle $\mathscr{B}$ is nuclear，then $\mathscr{B}$ is amenable．
Proof．Consider the diagram

where $\sigma$ is provided by（［8．7）， $\mathscr{S}$ by（［8． $\mathbb{4}$ ），and $q$ is the natural map from the maximal to the minimal tensor product．By checking on elements of the form $\hat{\jmath}_{g}(b)$ ，it is easy to see that the diagram commutes．Assuming that $C_{\text {red }}^{*}(\mathscr{B})$ is nuclear，we have that $q$ is injective by［⿴囗⿰丨丨⿹勹巳 ，3．6．12］，and hence $\Lambda$ is injective as well．

Our next result gives sufficient conditions for the reduced cross sectional $\mathrm{C}^{*}$－algebra of a Fell bundle to be exact．
25.12. Proposition. Let $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ be a Fell bundle over an exact group $G$, such that $B_{1}$ is an exact $C^{*}$-algebra. Then $C_{\text {red }}^{*}(\mathscr{B})$ is exact.

Proof. Let

$$
0 \rightarrow J \xrightarrow{\iota} A \xrightarrow{\pi} Q \rightarrow 0
$$

be an exact sequence of $\mathrm{C}^{*}$-algebras. We need to prove that

$$
\begin{equation*}
0 \rightarrow J \underset{\min }{\otimes} C_{\mathrm{red}}^{*}(\mathscr{B}) \xrightarrow{\iota \otimes i d} A \underset{\min }{\otimes} C_{\mathrm{red}}^{*}(\mathscr{B}) \xrightarrow{\pi \otimes i d} Q \underset{\min }{\otimes} C_{\mathrm{red}}^{*}(\mathscr{B}) \rightarrow 0 \tag{25.12.1}
\end{equation*}
$$

is also exact.
Considering the Fell bundles $J \otimes_{\min } \mathscr{B}, A \otimes_{\min } \mathscr{B}$, and $Q \otimes_{\min } \mathscr{B}$, introduced in (2.5.4), we will next show that $J \otimes_{\min } \mathscr{B}$ is naturally isomorphic to an ideal in $A \otimes_{\min } \mathscr{B}$, and the corresponding quotient is isomorphic to $Q \otimes_{\min } \mathscr{B}$. By [पप], Theorem 3.5.3] we have that both

$$
\iota \otimes i d: J \odot B_{1} \rightarrow A \odot B_{1}, \quad \text { and } \quad \pi \otimes i d: A \odot B_{1} \rightarrow Q \odot B_{1}
$$

are continuous for the minimal tensor product norms, so we may employ (2.5.5) to conclude that there are morphisms

$$
\tilde{\iota}=\left\{\iota_{g}\right\}_{g \in G}, \quad \text { and } \quad \tilde{\pi}=\left\{\pi_{g}\right\}_{g \in G}
$$

from $J \otimes_{\text {min }} C_{\text {red }}^{*}(\mathscr{B})$ to $A \otimes_{\text {min }} C_{\text {red }}^{*}(\mathscr{B})$, and from there to $Q \otimes_{\text {min }} C_{\text {red }}^{*}(\mathscr{B})$, respectively.

By [ [10, Theorem 3.6.1] we have that $\iota \otimes i d$, also known as $\iota_{1}$, is injective on $J \otimes_{\min } B_{1}$, so all the $\iota_{g}$ are isometric by ( $J \otimes_{\text {min }} C_{\text {red }}^{*}(\mathscr{B})$ with a Fell sub-bundle of $A \otimes_{\min } C_{\text {red }}^{*}(\mathscr{B})$.

By first checking the conditions in (21.0. algebraic tensor products it is easy to see that $J \otimes_{\min } C_{\text {red }}^{*}(\mathscr{B})$ is in fact an ideal in $A \otimes_{\text {min }} C_{\text {red }}^{*}(\mathscr{B})$.

It is evident that each $\pi_{g}$ vanishes on $J \otimes_{\min } B_{g}$, and we claim that the null space of $\pi_{g}$ is precisely $J \otimes_{\min } B_{g}$. For the special case $g=1$ this follows from the exactness of the sequence

$$
0 \rightarrow J \underset{\min }{\otimes} B_{1} \xrightarrow{\iota \otimes i d} A \underset{\min }{\otimes} B_{1} \xrightarrow{\pi \otimes i d} Q \underset{\min }{\otimes} B_{1} \rightarrow 0
$$

since $B_{1}$ is assumed to be an exact $\mathrm{C}^{*}$-algebra. Given an arbitrary $g$ in $G$, and given any $x$ in $A \otimes_{\min } B_{g}$, with $\pi_{g}(x)=0$, we have that

$$
0=\pi_{g}(x)^{*} \pi_{g}(x)=\pi_{1}\left(x^{*} x\right)
$$

from where we conclude that $x^{*} x$ lies in $J \otimes_{\min } B_{1}$. Then

$$
x \stackrel{(\underset{n}{(x)})}{=} \lim _{n \rightarrow \infty} x\left(x^{*} x\right)^{1 / n} \in\left[\left(A \underset{\min }{\otimes} B_{g}\right)\left(J \underset{\min }{\otimes} B_{1}\right)\right] \subseteq J \underset{\min }{\otimes} B_{g}
$$

This shows that indeed $J \otimes_{\text {min }} B_{g}=\operatorname{Ker}\left(\pi_{g}\right)$.
Observe that the range of each $\pi_{g}$ contains the dense subspace $Q \odot B_{g}$, so $\pi_{g}$ is surjective by (21.4.4). Together with the above conclusion about the kernel of $\pi_{g}$ we then conclude that $Q \otimes_{\min } B_{g}$ is isomorphic to the quotient of $A \otimes_{\min } B_{g}$ by $J \otimes_{\min } B_{g}$. In other words, $Q \otimes_{\min } \mathscr{B}$ is isomorphic to the quotient Fell bundle

$$
(A \underset{\min }{\otimes} \mathscr{B}) /(J \underset{\min }{\otimes} \mathscr{B}) .
$$

We may then invoke ( $\left(\mathbb{L}\right.$ ) to obtain the exact sequence of $\mathrm{C}^{*}$-algebras

$$
0 \rightarrow C_{\mathrm{red}}^{*}(J \underset{\min }{\otimes} \mathscr{B}) \rightarrow C_{\mathrm{red}}^{*}(A \underset{\min }{\otimes} \mathscr{B}) \rightarrow C_{\mathrm{red}}^{*}(Q \underset{\min }{\otimes} \mathscr{B}) \rightarrow 0 .
$$

The isomorphisms provided by ( $\mathbf{2 5 . 8}$ ) may now be used to transform this
 cludes the proof.

Notes and remarks. This chapter is based on [ $[\square$, Sections 5 and 6]. In particular, Theorem ( ( $\mathrm{L} . \mathrm{J} \mathrm{J}$ ) is from [ $[$, Proposition 5.2].

## 26. SMASH PRODUCT

The title of this chapter, as well as the terminology for the main concept to be introduced here, is taken from the theory of Hopf algebras, where one defines the smash product of an algebra by the co-action of a Hopf algebra.

In the special case of the Hopf $\mathrm{C}^{*}$-algebra $C^{*}(G)$, where $G$ is a discrete group, Quigg has shown that co-actions correspond to Fell bundles [ [ m ]. Incidentally, our study of Fell bundles may therefore be seen as a special case of the theory of co-actions of Hopf $\mathrm{C}^{*}$-algebras. Having decided to concentrate on Fell bundles, rather than more general co-actions, we will likewise introduce the notion of smash product, below, in an ad-hoc way, avoiding the whole apparatus of Hopf algebras. Our limited view of smash products will nevertheless have many important applications in the sequel.

Given a group $G$, we will denote the algebra of all compact operators on $\ell^{2}(G)$ by $\mathcal{K}\left(\ell^{2}(G)\right)$. Given $g$ in $G$, we will let $e_{g}$ be the canonical basis vector of $\ell^{2}(G)$, and for each $g, h \in G$, we will denote by $e_{g, h}$ the rank-one operator on $\ell^{2}(G)$ defined by

$$
e_{g, h}(\xi)=\left\langle\xi, e_{h}\right\rangle e_{g}, \quad \forall \xi \in \ell^{2}(G),
$$

so that

$$
e_{g, h}\left(e_{k}\right)=\delta_{h, k} e_{g}, \quad \forall k \in G .
$$

It is well known that $\mathcal{K}\left(\ell^{2}(G)\right)$ is the closed linear span of the set formed by all the $e_{g, h}$.

Since $\mathcal{K}\left(\ell^{2}(G)\right)$ is a nuclear algebra, the minimal tensor product of a $\mathrm{C}^{*}$-algebra $A$ by $\mathcal{K}\left(\ell^{2}(G)\right)$ is isomorphic to its maximal version, so we will use the symbol " $\otimes$ " in

$$
A \otimes \mathcal{K}\left(\ell^{2}(G)\right)
$$

indistinctly meaning " $\otimes_{\min }$ " or " $\otimes_{\max }$ ".
26.1. Proposition. If $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ is a Fell bundle, then the subset of $C^{*}(\mathscr{B}) \otimes \mathcal{K}\left(\ell^{2}(G)\right)$ given by

$$
\mathscr{B}_{0}^{\sharp} G=\sum_{g, h \in G} B_{g^{-1} h} \otimes e_{g, h}
$$

is a ${ }^{*}$-subalgebra.

Proof. It is enough to notice that, for every $g, h, k, l \in G$, one has that

$$
\left(B_{g^{-1} h} \otimes e_{g, h}\right)\left(B_{k^{-1} l} \otimes e_{k, l}\right) \subseteq \delta_{h, k}\left(B_{g^{-1} h} B_{h^{-1} l} \otimes e_{g, l}\right) \subseteq B_{g^{-1} l} \otimes e_{g, l},
$$

and also that

$$
\left(B_{g^{-1} h} \otimes e_{g, h}\right)^{*}=B_{h^{-1} g} \otimes e_{h, g} .
$$

26.2. Definition. The smash product ${ }^{30}$ of the Fell bundle $\mathscr{B}$ by $G$, denoted $\mathscr{B} \sharp G$, is the closed ${ }^{*}$-subalgebra of $C^{*}(\mathscr{B}) \otimes \mathcal{K}\left(\ell^{2}(G)\right)$ given by the closure of $\mathscr{B}_{0}^{\sharp} G$.
26.3. Remark. If $B$ is any graded $C^{*}$-algebra whose grading coincides with our Fell bundle $\mathscr{B}$, we could define a variant of $\mathscr{B}_{0}^{\sharp} G$ by looking at

$$
\sum_{g, h \in G} B_{g^{-1} h} \otimes e_{g, h}
$$

as a subalgebra of $B \otimes \mathcal{K}\left(\ell^{2}(G)\right)$, as opposed to $C^{*}(\mathscr{B}) \otimes \mathcal{K}\left(\ell^{2}(G)\right)$. Its closure within $B \otimes \mathcal{K}\left(\ell^{2}(G)\right)$ could then be taken as an alternative definition of $\mathscr{B} \sharp G$. However it is not difficult to see that this alternative smash product is isomorphic to the one defined in ( $\mathbb{6} \cdot \boldsymbol{7}$ ). The reason is that for all finite subsets $F \subseteq G$, the set

$$
S_{F}:=\sum_{g, h \in F} B_{g^{-1} h} \otimes e_{g, h}
$$

(no closure) seen within $B \otimes \mathcal{K}\left(\ell^{2}(G)\right)$, is a closed ${ }^{*}$-subalgebra whose isomorphism class clearly does not depend on the way $\mathscr{B}$ is represented in $B$. Since the smash product (any variant of it) is the inductive limit of the $S_{F}$, as $F$ ranges over the finite subsets of $G$, we then see that the smash product itself does not depend on the graded algebra $B$. Our choice of $C^{*}(\mathscr{B})$ in the definition of $\mathscr{B} \sharp G$, above, is therefore arbitrary.

Faithfully representing $C^{*}(\mathscr{B})$ on a Hilbert space $H$, we have that

$$
\begin{equation*}
C^{*}(\mathscr{B}) \otimes \mathcal{K}\left(\ell^{2}(G)\right) \subseteq \mathscr{L}\left(H \otimes \ell^{2}(G)\right), \tag{26.4}
\end{equation*}
$$

(where we think of the tensor product sign in the left-hand-side above as the spatial tensor product). Hence we may also view $\mathscr{B} \sharp G$ as an algebra of operators on $H \otimes \ell^{2}(G)$.

Observe that we have for all $g, h, k \in G$, that

$$
\begin{equation*}
\left(1 \otimes e_{g, g}\right)\left(B_{h^{-1} k} \otimes e_{h, k}\right)=\delta_{g h}\left(B_{h^{-1} k} \otimes e_{h, k}\right) \subseteq \mathscr{B} \sharp G, \tag{26.5}
\end{equation*}
$$

from where we see that $\left(1 \otimes e_{g, g}\right)(\mathscr{B} \sharp G) \subseteq \mathscr{B} \sharp G$, and similarly one has that $(\mathscr{B} \sharp G)\left(1 \otimes e_{g, g}\right) \subseteq \mathscr{B} \sharp G$. In other words, $1 \otimes e_{g, g}$ is a multiplier of $\mathscr{B} \sharp G$.

It should be noticed, however, that the same is not true for $1 \otimes e_{g, h}$, when $g \neq h$.

[^22]26.6. Proposition. Given any $w$ in $\mathscr{B} \sharp G$, and given $g$ and $h$ in $G$, there is a unique $w_{g, h} \in B_{g^{-1} h}$ such that
$$
\left(1 \otimes e_{g, g}\right) w\left(1 \otimes e_{h, h}\right)=w_{g, h} \otimes e_{g, h} .
$$

Proof. This is obvious for $w$ in $\mathscr{B}_{0}^{\sharp} G$. So the result follows from the density of the latter in $\mathscr{B} \sharp G$.

We will soon be dealing with numerous ideals in $\mathscr{B} \sharp G$. In preparation for this we present the following simple criterion for deciding when an element of $\mathscr{B} \sharp G$ belongs to a given ideal.
26.7. Proposition. Let $J$ be a closed subspace of $\mathscr{B} \sharp G$. Given $w$ in $\mathscr{B} \sharp G$, consider the statements:
(i) $w_{g, h} \otimes e_{g, h} \in J$, for all $g$ and $h$ in $G$,
(ii) $w \in J$.

Then (i) implies (ii). In case $J$ satisfies

$$
(1 \otimes \mathcal{K}) J(1 \otimes \mathcal{K}) \subseteq J,
$$

in particular if $J$ is a two-sided ideal, the converse also holds.
Proof. For every finite subset $F \subseteq G$, let

$$
P_{F}=\sum_{g \in F} 1 \otimes e_{g, g}
$$

We then claim that,

$$
w=\lim _{F \uparrow G} P_{F} w P_{F}, \quad \forall w \in \mathscr{B} \sharp G,
$$

where we think of the collection of all finite subsets $F \subseteq G$ as a directed set relative to set inclusion. The reason for the claim is that it clearly holds for $w \in \mathscr{B}_{0}^{\sharp} G$, which is dense in $\mathscr{B} \sharp G$, while the $P_{F}$ are uniformly bounded.

Observe that for $F$ as above, we have

$$
P_{F} w P_{F}=\sum_{g, h \in F}\left(1 \otimes e_{g, g}\right) w\left(1 \otimes e_{h, h}\right) \stackrel{\left(\sum_{g, h \in F}\right.}{=} w_{g, h} \otimes e_{g, h} .
$$

Thus, assuming that $w$ satisfies (i), we deduce that $P_{F} w P_{F}$ is in $J$, and hence also that $w$ is in $J$, because $J$ is closed under taking limits.

The last assertion in the statement is obvious, observing that closed twosided ideals are invariant under left and right multiplication by multipliers of the ambient algebra.
26.8. Definition. The restricted smash product of the Fell bundle $\mathscr{B}$ by $G$, denoted $\mathscr{B} b G$, is defined to be

$$
\mathscr{B} \triangleright G=\overline{\sum_{g, h \in G}\left[B_{g^{-1}} B_{h}\right] \otimes e_{g, h}}
$$

where the closure is taken within $C^{*}(\mathscr{B}) \otimes \mathcal{K}\left(\ell^{2}(G)\right)$.
Observe that $\mathscr{B} b G \subseteq \mathscr{B} \sharp G$, because $\left[B_{g^{-1}} B_{h}\right] \subseteq B_{g^{-1} h}$. Moreover, unless $\mathscr{B}$ is saturated, this is a proper inclusion.
26.9. Proposition. One has that $\mathscr{B} \triangleright G$ is a closed two-sided ideal of $\mathscr{B} \sharp G$.

Proof. Given $g, h, k, l \in G$, notice that

$$
\begin{gathered}
\left(B_{g^{-1} h} \otimes e_{g, h}\right)\left(B_{k^{-1}} B_{l} \otimes e_{k, l}\right) \subseteq \delta_{h, k}\left(B_{g^{-1} h} B_{h^{-1}} B_{l} \otimes e_{g, l}\right) \subseteq \\
\subseteq B_{g^{-1}} B_{l} \otimes e_{g, l} \subseteq \mathscr{B} b G
\end{gathered}
$$

from where we deduce that $\mathscr{B} b G$ is a left ideal of $\mathscr{B} \sharp G$, and a similar reasoning proves it to be a right ideal as well.

We may now use our membership criterion ( $\overline{26.7)}$ to characterize elements of $\mathscr{B} \triangleright G$ as follows:
26.10. Proposition. Let $w$ be in $\mathscr{B} \sharp G$. Then the following are equivalent:
(i) $w_{g, h} \in\left[B_{g^{-1}} B_{h}\right]$ (closed linear span), for every $g$ and $h$ in $G$,
(ii) $w \in \mathscr{B} b G$.

Proof. (i) $\Rightarrow$ (ii) Follows from (26.7).

## (ii) $\Rightarrow$ (i) Evident.

Recalling that $\lambda^{G}$ denotes the left-regular representation of $G$ on $\ell^{2}(G)$, notice that

$$
\lambda_{g}^{G} e_{h, k}=e_{g h, k}, \quad \text { and } \quad e_{h, k} \lambda_{g}^{G}=e_{h, g^{-1} k}, \quad \forall g, k, h \in G
$$

Consequently,

$$
\lambda_{g}^{G} e_{h, k} \lambda_{g^{-1}}^{G}=e_{g h, g k}
$$

from where we see that

$$
\begin{gathered}
\left(1 \otimes \lambda_{g}^{G}\right)\left(B_{h^{-1} k} \otimes e_{h, k}\right)\left(1 \otimes \lambda_{g^{-1}}^{G}\right)=B_{h^{-1} k} \otimes e_{g h, g k}= \\
=B_{(g h)^{-1}(g k)} \otimes e_{g h, g k} \subseteq \mathscr{B} \sharp G .
\end{gathered}
$$

This implies that $\mathscr{B} \sharp G$ is invariant under conjugation by $1 \otimes \lambda_{g}^{G}$, so we may define an action $\Gamma$ of $G$ on $\mathscr{B} \sharp G$ by

$$
\begin{equation*}
\Gamma_{g}: w \in \mathscr{B} \sharp G \mapsto\left(1 \otimes \lambda_{g}^{G}\right) w\left(1 \otimes \lambda_{g^{-1}}^{G}\right) \in \mathscr{B} \sharp G . \tag{26.11}
\end{equation*}
$$

Notice that the ideal $\mathscr{B} b G$ is not necessarily invariant under $\Gamma$, since

$$
\left(1 \otimes \lambda_{g}^{G}\right)\left(B_{h^{-1}} B_{k} \otimes e_{h, k}\right)\left(1 \otimes \lambda_{g^{-1}}^{G}\right)=B_{h^{-1}} B_{k} \otimes e_{g h, g k}
$$

and there is no reason why

$$
B_{h^{-1}} B_{k} \stackrel{?}{\subseteq}\left[B_{h^{-1} g^{-1}} B_{g k}\right],
$$

even though both of these are subset of $B_{h^{-1} k}$. In case $\mathscr{B}$ is saturated then [ $B_{h^{-1}} B_{k}$ ] and $\left[B_{h^{-1} g^{-1}} B_{g k}\right.$ ] both coincide with $B_{h^{-1} k}$, and hence the above inclusion would hold, but in general it does not.

Regardless of this lack of invariance, we may still restrict $\Gamma$ to a partial action $\Delta$ of $G$ on $\mathscr{B} \triangleright G$, according to ( ( 2.2$)$.
26.12. Definition. Let $\mathscr{B}$ be a Fell bundle.
(a) The global action $\Gamma$ of $G$ on $\mathscr{B} \sharp G$, defined above, will be called the dual global action for $\mathscr{B}$.
(b) The partial action $\Delta$ of $G$, obtained by restricting $\Gamma$ to $\mathscr{B} b G$, will be called the dual partial action for $\mathscr{B}$.

The justification for this terminology is as follows: if $\mathscr{B}$ is the Fell bundle formed by the spectral subspaces for an action $\theta$ of a compact abelian group $K$ on a $C^{*}$-algebra $B$, one may show that the crossed product $B \rtimes_{\theta} K$ is isomorphic to $\mathscr{B} \sharp G$, and that dual action of $\widehat{K}$ on $B \rtimes_{\theta} K$ is equivalent to the dual global action defined above.

The dual partial action will play a central role from now on, so it pays to describe the ideals involved:
26.13. Proposition. For each $g$ in $G$, let $E_{g}=\Gamma_{g}(\mathscr{B} b G) \cap(\mathscr{B} b G)$. Then

$$
E_{g}=\overline{\sum_{h, k \in G}\left[B_{h^{-1}} D_{g} B_{k}\right] \otimes e_{h, k}},
$$

where $D_{g}=\left[B_{g} B_{g^{-1}}\right]$.
Proof. Given $w$ in $E_{g}$, in particular $w$ is in $\mathscr{B} b G$, so we have by (匹ـ]) that $w_{h, k} \in\left[B_{h^{-1}} B_{k}\right]$, for all $h$ and $k$ in $G$. Since $w$ is also in $\Gamma_{g}(\mathscr{B} b G)$, then $y:=\Gamma_{g^{-1}}(w) \in \mathscr{B} b G$, so

$$
\left[B_{h^{-1} g} B_{g^{-1} k}\right] \ni y_{g^{-1} h, g^{-1} k}=w_{h, k} .
$$

Choosing approximate identities $\left\{u_{i}\right\}_{i}$ and $\left\{v_{j}\right\}_{j}$, for the ideals $\left[B_{h^{-1}} B_{h}\right]$ and $\left[B_{k^{-1}} B_{k}\right]$, respectively, we have by ( $[6]$ ) that

$$
w_{g, h}=\lim _{i, j} u_{i} w_{g, h} v_{j} \in\left[B_{h^{-1}} B_{h} B_{h^{-1} g} B_{g^{-1} k} B_{k^{-1}} B_{k}\right] \subseteq
$$
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$$
\subseteq\left[B_{h^{-1}} B_{g} B_{g^{-1}} B_{k}\right]=\left[B_{h^{-1}} D_{g} B_{k}\right] .
$$

That $w$ is in the set on the right-hand side in the statement then follows from (ए6]), therefore proving " $\subseteq$ ".

Conversely, given $g, h, k \in G$, notice that $D_{g} \subseteq B_{1}$, so $D_{g} B_{k} \subseteq B_{k}$, whence

$$
B_{h^{-1}} D_{g} B_{k} \otimes e_{h, k} \subseteq B_{h^{-1}} B_{k} \otimes e_{h, k} \subseteq \mathscr{B}\llcorner G .
$$

On the other hand we also have that

$$
\left[B_{h^{-1}} D_{g} B_{k}\right]=\left[B_{h^{-1}} B_{g} B_{g^{-1}} B_{k}\right] \subseteq\left[B_{h^{-1} g} B_{g^{-1} k}\right],
$$

so $B_{h^{-1}} D_{g} B_{k} \otimes e_{g^{-1} h, g^{-1} k}$ is also contained in $\mathscr{B} \triangleright G$. We thus have that

$$
\begin{gathered}
B_{h^{-1}} D_{g} B_{k} \otimes e_{h, k}= \\
=\left(1 \otimes \lambda_{g}^{G}\right)\left(B_{h^{-1}} D_{g} B_{k} \otimes e_{g^{-1} h, g^{-1} k}\right)\left(1 \otimes \lambda_{g^{-1}}^{G}\right) \subseteq \Gamma_{g}(\mathscr{B} \triangleright G),
\end{gathered}
$$

proving that each $B_{h^{-1}} D_{g} B_{k} \otimes e_{h, k}$ is contained in $E_{g}$. This shows the remaining inclusion " $\supseteq$ ", and hence the proof is concluded.

Since $\Delta$ is a restriction of $\Gamma$, it is interesting to ask what exactly is the globalization of $\Delta$. The answer could not be other than the corresponding dual global action!
26.14. Proposition. The dual global action for a Fell bundle is the globalization of the corresponding dual partial action.
Proof. Calling our bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$, all we must do is prove that

$$
\sum_{g \in G} \Gamma_{g}(\mathscr{B} \triangleright G)
$$

is dense in $\mathscr{B} \sharp G$. For each $g$ and $h$ in $G$, observe that $B_{g^{-1} h} \otimes e_{1, g^{-1} h}$ is contained in $\mathscr{B} b G$. Moreover

$$
\Gamma_{g}\left(B_{g^{-1} h} \otimes e_{1, g^{-1} h}\right)=B_{g^{-1} h} \otimes e_{g, h},
$$

so $B_{g^{-1} h} \otimes e_{g, h}$ is contained in the orbit of $\mathscr{B} \triangleright G$ under $\Gamma$, from where the proof follows.

Notes and remarks. Algebras resembling the restricted smash product in the context of partial actions first appeared in [47]. In the case of partial actions of continuous groups, the smash product was used by Abadie in [ [ ] and [ $[\square]$.

## 27. STABLE FELL BUNDLES AS PARTIAL CROSSED PRODUCTS

As we have seen in ([7]L.vi\&viil), a partial crossed product is always a graded $\mathrm{C}^{*}$-algebra. In this chapter we will present one of the most important results of the theory of partial actions, proving a converse of the above statement under quite broad hypotheses.

The most general form of such a converse is unfortunately not true, meaning that not all graded C*-algebras are partial crossed products. This may be seen from the following example: consider the $\mathbb{Z}$-grading of $M_{3}(\mathbb{C})$ given by

$$
B_{0}=\left[\begin{array}{ccc}
\star & 0 & 0 \\
0 & \star & \star \\
0 & \star & \star
\end{array}\right], \quad B_{1}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
\star & 0 & 0 \\
\star & 0 & 0
\end{array}\right], \quad B_{-1}=\left[\begin{array}{ccc}
0 & \star & \star \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right],
$$

while $B_{n}=\{0\}$, for all $n \in \mathbb{Z} \backslash\{0, \pm 1\}$. In order to see that this grading does not arise from a partial action, let us argue by contradiction and suppose that there is a partial action

$$
\theta=\left(\left\{D_{n}\right\}_{n \in \mathbb{Z}},\left\{\theta_{n}\right\}_{n \in \mathbb{Z}}\right)
$$

of $\mathbb{Z}$ on $B_{0}$ whose associated semi-direct product bundle coincides with the Fell bundle given by the above grading of $M_{3}(\mathbb{C})$. In this case, one would have

$$
\begin{equation*}
\left[B_{-1} B_{1}\right] \stackrel{\left(B_{1} B_{-1}\right], ~}{=} D_{-1} \simeq D_{1}=[ \tag{27.1}
\end{equation*}
$$

(brackets meaning closed linear span) but notice that

$$
\left[B_{-1} B_{1}\right]=\left[\begin{array}{ccc}
\star & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \quad \text { and } \quad\left[B_{1} B_{-1}\right]=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & \star & \star \\
0 & \star & \star
\end{array}\right]
$$

which are not isomorphic algebras, hence bringing about a contradiction.
Further analyzing this contradiction, notice that even though $\left[B_{-1} B_{1}\right]$ and $\left[B_{1} B_{-1}\right]$ fail to be isomorphic, they are Morita-Rieffel-equivalent, given
that $B_{1}$ is an imprimitivity bimodule. More generally, if $B$ is any graded $\mathrm{C}^{*}$-algebra with grading $\left\{B_{g}\right\}_{g \in G}$, then for every $g$ in $G$, one has that

$$
D_{g}:=\left[B_{g} B_{g^{-1}}\right]
$$

is an ideal in $B_{1}$.
Assuming that the grading arises from a partial action, as in ( $\mathbb{\square}$ ( $\mathbb{C}$ ), then $D_{g^{-1}}$ is isomorphic to $D_{g}$ by the reasoning used in ([.]). But, regardless of this assumption, $D_{g^{-1}}$ is always Morita-Rieffel-equivalent to $D_{g}$, with $B_{g}$ playing the role of the imprimitivity bimodule. Thus, considering Morita-Rieffel-equivalence as a weak form of isomorphism, we see that the rudiments of a partial action are present in any graded C*-algebra. Furthermore, in case $B_{1}$ is a separable stable C*-algebra, then by [■] the above Morita-Rieffelequivalence actually implies that $D_{g^{-1}}$ is isomorphic to $D_{g}$, so we may choose, for each $g$, an isomorphism

$$
\theta_{g}: D_{g^{-1}} \rightarrow D_{g},
$$

getting us even closer to obtaining a partial action.
In this chapter we will carefully explore these ideas in order to prove that every separable Fell bundle with stable unit fiber algebra is isomorphic to the semi-direct product bundle for a suitable partial action of the base group on $B_{1}$.

Recall that a C*-algebra $A$ is said to be stable if $A$ is isomorphic to the tensor product of some other $\mathrm{C}^{*}$-algebra $B$ by the algebra $\mathcal{K}$ of all compact operators on a separable, infinite dimensional Hilbert space. In symbols

$$
A \simeq B \otimes \mathcal{K}
$$

We again refrain from specifying either " $\otimes_{\min }$ " or " $\otimes_{\max }$ ", since $\mathcal{K}$ is a nuclear $\mathrm{C}^{*}$-algebra, whence the minimal and maximal norms are equal.

Since $\mathcal{K} \otimes \mathcal{K} \simeq \mathcal{K}$, in case $A$ is stable we have

$$
A \simeq B \otimes \mathcal{K} \simeq B \otimes \mathcal{K} \otimes \mathcal{K} \simeq A \otimes \mathcal{K}
$$

which is to say that the algebra $B$, referred to above, might as well be taken to be $A$ itself.

We will now present a useful criterion for the stability of C*-algebras.
27.2. Lemma. $A C^{*}$-algebra $A$ is stable if and only if there exists a nondegenerate *-homomorphism from $\mathcal{K}$ to the multiplier algebra $\mathcal{M}(A)$.

Proof. Assuming that $A$ is stable, write $A=B \otimes \mathcal{K}$, where $B$ is a $C^{*}$-algebra. Supposing without loss of generality that $B$ is faithfully represented on a Hilbert space $H$, we may view $B \otimes \mathcal{K}$ as an algebra of operators on $H \otimes \ell^{2}$. Defining

$$
\gamma: k \in \mathcal{K} \mapsto 1 \otimes k \in \mathscr{L}\left(H \otimes \ell^{2}\right)
$$

it is easy to see that the range of $\gamma$ is contained in the algebra of multipliers of $B \otimes \mathcal{K}$ and that, seen as a map from $\mathcal{K}$ to $\mathcal{M}(B \otimes \mathcal{K})=\mathcal{M}(A)$, one has that $\gamma$ is non-degenerate.

Conversely, given a non-degenerate ${ }^{*}$-homomorphism from $\mathcal{K}$ to $\mathcal{M}(A)$, let $\left\{e_{i, j}\right\}_{i, j \in \mathbb{N}}$ be the standard matrix units of $\mathcal{K}=\mathcal{K}\left(\ell^{2}\right)$, and let

$$
B=\gamma\left(e_{1,1}\right) A \gamma\left(e_{1,1}\right)
$$

For each $n \in \mathbb{N}$ one may easily prove that the map

$$
\varphi_{n}:\left\{b_{i, j}\right\}_{i, j=1}^{n} \in M_{n}(B) \longmapsto \sum_{i, j=1}^{n} \gamma\left(e_{i, 1}\right) b_{i, j} \gamma\left(e_{1, j}\right) \in A,
$$

is an injective ${ }^{*}$-homomorphism. After also checking that these maps are compatible with the usual inductive limit structure of

$$
B \otimes \mathcal{K} \simeq \underset{\longrightarrow}{\lim } M_{n}(B),
$$

we obtain a *-homomorphism

$$
\varphi: B \otimes \mathcal{K} \rightarrow A
$$

which is easily seen to be injective. In order to prove that $\varphi$ is also surjective, first notice that

$$
\begin{equation*}
a=\lim _{n \rightarrow \infty} \sum_{i, j=1}^{n} \gamma\left(e_{i, i}\right) a \gamma\left(e_{j, j}\right), \quad \forall a \in A \tag{27.2.1}
\end{equation*}
$$

since $\gamma$ is assumed to be non-degenerate. Given $a \in A$, and setting

$$
b_{i, j}=\gamma\left(e_{1, i}\right) a \gamma\left(e_{j, 1}\right), \quad \forall i, j \leq n
$$

one has that $b:=\left\{b_{i, j}\right\}_{i, j=1}^{n}$ is an element of $M_{n}(B)$, and that

$$
\varphi_{n}(b)=\sum_{i, j=1}^{n} \gamma\left(e_{i, 1}\right) \gamma\left(e_{1, i}\right) a \gamma\left(e_{j, 1}\right) \gamma\left(e_{1, j}\right)=\sum_{i, j=1}^{n} \gamma\left(e_{i, i}\right) a \gamma\left(e_{j, j}\right) \xrightarrow{(27.2 .1)} a,
$$

proving that $\varphi$ is surjective. Therefore $A \simeq B \otimes \mathcal{K}$, and hence $A$ is stable.
Our first use of this tool will be in proving the stability of $\mathscr{B} \triangleright G$ under appropriate hypotheses.
27.3. Lemma. Let $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ be a Fell bundle over a countable group $G$. If $B_{1}$ is stable, then so is $\mathscr{B} \downarrow G$.

Proof. Recall that if $C^{*}(\mathscr{B})$ is faithfully represented on a Hilbert space $H$, then

$$
\mathscr{B} b G \subseteq C^{*}(\mathscr{B}) \otimes \mathcal{K} \subseteq \mathscr{L}\left(H \otimes \ell^{2}(G)\right)
$$

where $\mathcal{K}=\mathcal{K}\left(\ell^{2}(G)\right)$. Considering the representation of $B_{1}$ on $H \otimes \ell^{2}(G)$ given by

$$
\pi(b)=b \otimes 1, \quad \forall b \in B_{1}
$$

it is easy to see that the range of $\pi$ is contained in the multiplier algebra of $\mathscr{B} b G$, so we may view $\pi$ as a ${ }^{*}$-homomorphism

$$
\pi: B_{1} \rightarrow \mathcal{M}(\mathscr{B} \triangleright G)
$$

(which should not be confused with another rather canonical mapping from $B_{1}$ to $\mathscr{B} b G$, namely $\left.b \rightarrow b \otimes e_{1,1}\right)$.

We claim that $\pi$ is non-degenerate. In order to see this, let $\left\{v_{i}\right\}_{i \in I}$ be an approximate identity for $B_{1}$. Then, for every $g, h \in G$, and every $b \in B_{g^{-1}} B_{h}$, one has that

$$
\pi\left(v_{i}\right)\left(b \otimes e_{g, h}\right)=\left(v_{i} \otimes 1\right)\left(b \otimes e_{g, h}\right)=v_{i} b \otimes e_{g, h} \xrightarrow{i \rightarrow \infty} b \otimes e_{g, h},
$$

by ( $[6.4)$. This shows that $\pi$ is non-degenerate, as desired.
It is well known that if $C$ and $D$ are $\mathrm{C}^{*}$-algebras, and $\varphi: C \rightarrow \mathcal{M}(D)$ is a given non-degenerate ${ }^{*}$-homomorphism, then $\varphi$ admits a unique extension to a unital *-homomorphism $\tilde{\varphi}: \mathcal{M}(C) \rightarrow \mathcal{M}(D)$. Applying this to the present situation, let

$$
\tilde{\pi}: \mathcal{M}\left(B_{1}\right) \rightarrow \mathcal{M}(\mathscr{B} \triangleright G)
$$

be the extension of $\pi$ thus obtained. Since $B_{1}$ is stable, we may use ( $2, \pi$ ) to get a non-degenerate *-homomorphism $\gamma: \mathcal{K} \rightarrow \mathcal{M}\left(B_{1}\right)$, and we may then consider the composition

$$
\mathcal{K} \xrightarrow{\gamma} \mathcal{M}\left(B_{1}\right) \xrightarrow{\tilde{\pi}} \mathcal{M}(\mathscr{B} \triangleright G)
$$

which we denote by $\sigma$. Notice that

$$
\begin{gathered}
{[\sigma(\mathcal{K})(\mathscr{B} b G)]=\left[\sigma(\mathcal{K}) \pi\left(B_{1}\right)(\mathscr{B} b G)\right]=\left[\tilde{\pi}(\gamma(\mathcal{K})) \pi\left(B_{1}\right)(\mathscr{B} \triangleright G)\right]=} \\
=\left[\tilde{\pi}\left(\gamma(\mathcal{K}) B_{1}\right)(\mathscr{B} \triangleright G)\right]=\left[\pi\left(B_{1}\right)(\mathscr{B} b G)\right]=\mathscr{B} b G
\end{gathered}
$$

so $\sigma$ is non-degenerate, and hence $\mathscr{B} b G$ is stable.
The reader could use the above method to show that, if $B_{1}$ is stable, then $C^{*}(\mathscr{B})$ and $C_{\text {red }}^{*}(\mathscr{B})$ are also stable.

The following is a slight improvement on [[6], Lemma 2.5], using ideas from the proof of [ [ ] , Theorem 3.4]:
27.4. Lemma. Let $A$ be a separable stable $C^{*}$-algebra. If $p$ is a full projection ${ }^{31}$ in $\mathcal{M}(A)$ such that $p A p$ is also stable, then there is $v \in \mathcal{M}(A)$ such that $v^{*} v=1$, and $v v^{*}=p$.

Proof. Let $e$ be any minimal projection in $\mathcal{K}$, for example $e=e_{1,1}$. We first claim that there exists $v_{A} \in \mathcal{M}(A \otimes \mathcal{K})$ such that

$$
\begin{equation*}
v_{A}^{*} v_{A}=1 \otimes 1, \quad \text { and } \quad v_{A} v_{A}^{*}=1 \otimes e \tag{27.4.1}
\end{equation*}
$$

To see this, recall that any two separable infinite dimensional Hilbert spaces are isometrically isomorphic to each other, so there is $u$ in $\mathcal{M}(\mathcal{K} \otimes \mathcal{K})$ such that $u^{*} u=1 \otimes 1$, and $u u^{*}=1 \otimes e$. Letting $\varphi: A \otimes \mathcal{K} \rightarrow A$ be any *-isomorphism, notice that

$$
\varphi \otimes i d: A \otimes \mathcal{K} \otimes \mathcal{K} \rightarrow A \otimes \mathcal{K}
$$

is also a ${ }^{*}$-isomorphism, which therefore extends to the respective multiplier algebras. Defining $v_{A}=(\varphi \otimes i d)(1 \otimes u)$, observe that

$$
\begin{gathered}
v_{A}^{*} v_{A}=(\varphi \otimes i d)\left((1 \otimes u)^{*}(1 \otimes u)\right)=(\varphi \otimes i d)\left(1 \otimes u^{*} u\right)= \\
=(\varphi \otimes i d)(1 \otimes 1 \otimes 1)=1 \otimes 1
\end{gathered}
$$

while

$$
\begin{gathered}
v_{A} v_{A}^{*}=(\varphi \otimes i d)\left((1 \otimes u)(1 \otimes u)^{*}\right)=(\varphi \otimes i d)\left(1 \otimes u u^{*}\right)= \\
=(\varphi \otimes i d)(1 \otimes 1 \otimes e)=1 \otimes e
\end{gathered}
$$

so the claim is proved.
Since $B:=p A p$ is also supposed to be stable, the same argument applies to produce $v_{B} \in \mathcal{M}(B \otimes \mathcal{K})$, such that

$$
v_{B}^{*} v_{B}=p \otimes 1, \quad \text { and } \quad v_{B} v_{B}^{*}=p \otimes e,
$$

where the slight difference between the above equations and ([IT.. ${ }^{(1)}$ ) is due to the fact that the unit of $\mathcal{M}(B)$ is called $p$.

We now observe that separable $\mathrm{C}^{*}$-algebras possess strictly positive elements, so we may apply [ [ $\mathbb{6}$, Lemma 2.5] to show the existence of an element $w \in \mathcal{M}(A \otimes \mathcal{K})$ such that $w^{*} w=1 \otimes 1$, and $w w^{*}=p \otimes 1$. We then define $u=v_{B} w v_{A}^{*}$,

$$
\begin{array}{cll}
1 \otimes 1 & \xrightarrow{v_{A}} & 1 \otimes e \\
w \downarrow & \\
p \otimes 1 & \xrightarrow{v_{B}} & p \otimes e
\end{array}
$$

[^23]Strictly speaking the product $v_{B} w$ makes no sense, since $v_{B}$ belongs to $\mathcal{M}(B \otimes \mathcal{K})$, while $w$ is in $\mathcal{M}(A \otimes \mathcal{K})$. However, since

$$
B \otimes \mathcal{K}=(p \otimes 1)(A \otimes \mathcal{K})(p \otimes 1)
$$

we may naturally embed $\mathcal{M}(B \otimes \mathcal{K})$ in $\mathcal{M}(A \otimes \mathcal{K})$. A simple calculation then shows that

$$
u^{*} u=1 \otimes e, \quad \text { and } \quad u u^{*}=p \otimes e
$$

Therefore $u$ is a partial isometry and we claim that $(1 \otimes e) u(1 \otimes e)=u$. In fact, we have

$$
\begin{gathered}
(1 \otimes e) u(1 \otimes e)=(1 \otimes e) u u^{*} u=(1 \otimes e)(p \otimes e) u= \\
=(p \otimes e) u=u u^{*} u=u
\end{gathered}
$$

The claim proved, and since $e$ is a minimal projection, we see that $u$ must be of the form

$$
u=v \otimes e,
$$

where $v \in \mathcal{M}(A)$ satisfies $v^{*} v=1$, and $v v^{*}=p$.
From now on our study of Fell bundles will rely on (E7.4), so we will have to restrict our attention to Fell bundles satisfying suitable separability conditions.
27.5. Definition. A Fell bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$ is said to be separable if
(i) $G$ is a countable group,
(ii) every $B_{g}$ is a separable Banach space.

- From now on we will fix a separable Fell bundle $\mathscr{B}=\left\{B_{g}\right\}_{g \in G}$. It is then easy to see that most constructions originating from $\mathscr{B}$, such as $C^{*}(\mathscr{B})$, $C_{\text {red }}^{*}(\mathscr{B}), \mathscr{B} \sharp G$ and $\mathscr{B} b G$, lead to separable $\mathrm{C}^{*}$-algebras.

Recall from (26.⿹) that, for every $g$ in $G$, one has that $1 \otimes e_{g, g}$ is a multiplier of $\mathscr{B} \sharp G$, and hence also of $\mathscr{B} b G$. By ( (\%GTl) the corresponding corner of $\mathscr{B} \triangleright G$ is then

$$
\left(1 \otimes e_{g, g}\right)(\mathscr{B} \triangleright G)\left(1 \otimes e_{g, g}\right)=\left[B_{g^{-1}} B_{g}\right] \otimes e_{g, g},
$$

and in particular

$$
\begin{equation*}
\left(1 \otimes e_{1,1}\right)(\mathscr{B} b G)\left(1 \otimes e_{1,1}\right)=B_{1} \otimes e_{1,1} . \tag{27.6}
\end{equation*}
$$

27.7. Proposition. $1 \otimes e_{1,1}$ is a a full projection in $\mathcal{M}(\mathscr{B} b G)$.

Proof. Given $g$ in $G$, notice that $B_{g} \otimes e_{1, g}$ is contained in $\mathscr{B} b G$. The result then follows immediately from the identity

$$
\left(B_{g} \otimes e_{1, g}\right)^{*}\left(1 \otimes e_{1,1}\right)\left(B_{h} \otimes e_{1, h}\right)=B_{g^{-1}} B_{h} \otimes e_{g, h} .
$$

From now on we will assume, in addition, that $B_{1}$ is stable. We then have from ( $\mathbb{L T}, 3)$ that $\mathscr{B} b G$ is a separable stable $\mathrm{C}^{*}$-algebra, and in its multiplier algebra one finds the full projection $1 \otimes e_{1,1}$, whose associated corner is the stable algebra $B_{1} \otimes e_{1,1}$. We are then precisely in the situation of ([]C.4), so we conclude that there is a $v \in \mathcal{M}(\mathscr{B} b G)$, such that

$$
\begin{equation*}
v^{*} v=1 \otimes 1, \quad \text { and } \quad v v^{*}=1 \otimes e_{1,1} . \tag{27.8}
\end{equation*}
$$

In particular the mapping

$$
\begin{equation*}
\Phi_{1}: b \in B_{1} \mapsto v^{*}\left(b \otimes e_{1,1}\right) v \in \mathscr{B} \downharpoonleft G \tag{27.9}
\end{equation*}
$$

is an isomorphism. It is our goal to prove that $\Phi_{1}$ is but one ingredient of an isomorphism

$$
\Phi=\left\{\Phi_{g}\right\}_{g \in G}
$$

between $\mathscr{B}$ and the semi-direct product bundle arising from the dual partial action of $G$ on $\mathscr{B} \triangleright G$ introduced in ( $\Sigma 6 . \square 7)$. We will eventually define each $\Phi_{g}$ by the formula

$$
\Phi_{g}(b)=v^{*}\left(b \otimes e_{1, g}\right) \Gamma_{g}(v) \delta_{g}, \quad \forall b \in B_{g},
$$

and in preparation for this we first prove the following technical facts:
27.10. Lemma. For every $g$ in $G$, one has that
(i) $B_{g} \otimes e_{1, g} \subseteq E_{g}$,
(ii) if $y \in E_{g}$, then $\Delta_{g^{-1}}(v y) v^{*} \in B_{g} \otimes e_{g^{-1}, 1}$.

Proof. By ( $26 . \sqrt[3]{ }$ ) we have that

$$
B_{h^{-1}} D_{g} B_{k} \otimes e_{h, k} \subseteq E_{g},
$$

for every $h$ and $k$ in $G$. So, plugging in $h=1$, and $k=g$, and using ([6. $\boldsymbol{\sim}$ ), we see that (i) follows.

In order to prove (ii), recall that $\Delta$ is the restriction of $\Gamma$ to $\mathscr{B} b G$, and that, in turn, $\Gamma$ is the adjoint action relative to the unitary representation $1 \otimes \lambda^{G}$, as defined in ( $\mathrm{\Sigma} \boldsymbol{\square} \square$ ). Therefore $\Gamma$ may be seen as an action of $G$ on the whole algebra of bounded operators on $H \otimes \ell^{2}(G)$ (see ( $\overline{\boxed{6}, \boxed{4}) \text { ). }}$

Given $y$ in $E_{g}$, let $x=\Delta_{g^{-1}}(v y) v^{*}$, so

$$
\begin{aligned}
& x=\Delta_{g^{-1}}\left(v v^{*} v y\right) v^{*} v v^{*} \stackrel{(\mathbb{8})}{=} \Gamma_{g^{-1}}\left(1 \otimes e_{1,1}\right) \Delta_{g^{-1}}(v y) v^{*}\left(1 \otimes e_{1,1}\right)=
\end{aligned}
$$

Using ( $\quad \boxed{\square} \mathrm{D}^{\prime}$ ), we have that $x_{g^{-1}, 1} \in B_{g}$, proving (ii).
We may now prove the main result of this chapter:
27.11. Theorem. Let $\mathscr{B}$ be a separable Fell bundle whose unit fiber algebra $B_{1}$ is stable. Then there exists a $C^{*}$-algebraic partial action of $G$ of $B_{1}$ whose associated semi-direct product bundle is isomorphic to $\mathscr{B}$.

Proof. As already mentioned we will prove that $\mathscr{B}$ is isomorphic to the semidirect product bundle for the dual partial action of $G$ on $\mathscr{B} b G$. One may then transfer this action over to $B_{1}$ via the isomorphism of ( 27.0$]$ ), arriving at the conclusion in the precise form stated above.
 acts as a multiplier of any ideal of $\mathscr{B} b G$, such as $E_{g}$ and $E_{g^{-1}}$. Consequently $\Gamma_{g}(v)$ may be seen as a multiplier of $\Gamma_{g}\left(E_{g^{-1}}\right)=E_{g}$, so we see that ${ }^{32}$

$$
v^{*} E_{g} \Gamma_{g}(v) \subseteq E_{g}
$$

Using (27.10.1), we then have that

$$
\varphi_{g}: b \in B_{g} \mapsto v^{*}\left(b \otimes e_{1, g}\right) \Gamma_{g}(v) \in E_{g}
$$

is a well defined map for each $g$ in $G$. On the other hand, by (27.10.in) we see that there is a map

$$
\psi_{g}: E_{g} \rightarrow B_{g}
$$

such that

$$
\begin{equation*}
\psi_{g}(y) \otimes e_{g^{-1}, 1}=\Delta_{g^{-1}}(v y) v^{*}, \quad \forall y \in E_{g} \tag{27.11.1}
\end{equation*}
$$

We will now prove that $\varphi_{g}$ and $\psi_{g}$ are each other's inverse. For this, notice that if $y \in E_{g}$, then

$$
\begin{aligned}
& \varphi_{g}\left(\psi_{g}(y)\right)=v^{*}\left(\psi_{g}(y) \otimes e_{1, g}\right) \Gamma_{g}(v)=
\end{aligned}
$$

On the other hand, given $b$ in $B_{g}$, we have

$$
\begin{gathered}
\psi_{g}\left(\varphi_{g}(b)\right) \otimes e_{g^{-1}, 1}=\Delta_{g^{-1}}\left(v \varphi_{g}(b)\right) v^{*}=\Delta_{g^{-1}}\left(v v^{*}\left(b \otimes e_{1, g}\right) \Gamma_{g}(v)\right) v^{*} \stackrel{(1) \mathbb{8})}{=} \\
=\Delta_{g^{-1}}\left(\left(1 \otimes e_{1,1}\right)\left(b \otimes e_{1, g}\right) \Gamma_{g}(v)\right) v^{*}=\Delta_{g^{-1}}\left(\left(b \otimes e_{1, g}\right) \Gamma_{g}(v)\right) v^{*}= \\
=\left(b \otimes e_{g^{-1}, 1}\right) v v^{*}=\left(b \otimes e_{g^{-1}, 1}\right)\left(1 \otimes e_{1,1}\right)=b \otimes e_{g^{-1}, 1}
\end{gathered}
$$

from where we see that $\psi_{g}\left(\varphi_{g}(b)\right)=b$, whence $\psi_{g}$ is indeed the inverse of $\varphi_{g}$. Since both of these maps are contractive, then both are in fact isometries. We then define

$$
\Phi_{g}: B_{g} \rightarrow E_{g} \delta_{g}
$$

[^24]by
$$
\Phi_{g}(b)=\varphi_{g}(b) \delta_{g}, \quad \forall b \in B_{g}
$$
and we will prove that the collection of maps $\Phi=\left\{\Phi_{g}\right\}_{g \in G}$ gives an isomorphism from $\mathscr{B}$ to the semi-direct product bundle relative to $\Delta$.

Since we already know that the $\Phi_{g}$ are bijective, it now suffices to prove that $\Phi$ is a morphism of Fell bundles. We begin by proving ( $2 \ldots \ldots$ ). Given $b \in B_{g}$, and $c \in B_{h}$, let $x=\varphi_{g}(b)$, and $y=\varphi_{h}(c)$. We then have

$$
\begin{gathered}
\Phi_{g}(b) \Phi_{h}(c)=\left(x \delta_{g}\right)\left(y \delta_{h}\right)=\Delta_{g}\left(\Delta_{g^{-1}}(x) y\right) \delta_{g h}=x \Gamma_{g}(y) \delta_{g h}= \\
=v^{*}\left(b \otimes e_{1, g}\right) \Gamma_{g}(v) \Gamma_{g}\left(v^{*}\left(c \otimes e_{1, h}\right) \Gamma_{h}(v)\right) \delta_{g h}= \\
=v^{*}\left(b \otimes e_{1, g}\right) \Gamma_{g}\left(1 \otimes e_{1,1}\right)\left(c \otimes e_{g, g h}\right) \Gamma_{g h}(v) \delta_{g h}= \\
=v^{*}\left(b \otimes e_{1, g}\right)\left(1 \otimes e_{g, g}\right)\left(c \otimes e_{g, g h}\right) \Gamma_{g h}(v) \delta_{g h}= \\
=v^{*}\left(b c \otimes e_{1, g h}\right) \Gamma_{g h}(v) \delta_{g h}=\Phi_{g h}(b c)
\end{gathered}
$$

Referring to (2ـــلil), pick $b$ in any $B_{g}$, and notice that

$$
\begin{gathered}
\Phi_{g}(b)^{*}=\left(\varphi_{g}(b) \delta_{g}\right)^{*}=\Delta_{g^{-1}}\left(\varphi_{g}(b)^{*}\right) \delta_{g^{-1}}= \\
=\Gamma_{g^{-1}}\left(\Gamma_{g}\left(v^{*}\right)\left(b^{*} \otimes e_{g, 1}\right) v\right) \delta_{g^{-1}}=v^{*}\left(b^{*} \otimes e_{1, g^{-1}}\right) \Gamma_{g^{-1}}(v) \delta_{g^{-1}}= \\
=\Phi_{g^{-1}}\left(b^{*}\right)
\end{gathered}
$$

This concludes the proof.
As an application of this to graded algebras we present the following:
27.12. Corollary. Suppose we are given a countable group $G$, and a separable, topologically $G$-graded $C^{*}$-algebra $B$. Suppose moreover that $B_{1}$ is stable and the canonical conditional expectation onto $B_{1}$ is faithful. Then there exists a partial action of $G$ on $B_{1}$ such that

$$
B \simeq B_{1} \rtimes_{\mathrm{red}} G
$$

Proof. All of the conditions of ( ELD ) are clearly fulfilled for the associated Fell bundle $\mathscr{B}$, so we may assume that $\mathscr{B}$ is the semi-direct product bundle for a partial action of $G$ on $B_{1}$. By ( $\left.\square .8\right)$ we then have that $B$ is isomorphic to the reduced cross-sectional $\mathrm{C}^{*}$-algebra of $\mathscr{B}$, also known as $B_{1} \rtimes_{\text {red }} G$.

Notes and remarks. The fact that every separable, stable Fell bundle arises from a partial crossed product is known for almost 20 years [ 47 , Theorem 7.3], except that the partial action might be twisted by a cocycle. On the other hand, the so called Packer-Raeburn trick [ [8], Theorem 3.4] asserts that, up to stabilization, every twisted global action is exterior equivalent to a genuine (untwisted) action. Therefore it has been widely suspected that the cocycle in [ 4.7 , Theorem 7.3] could be eliminated. Theorem ( $\quad[$. that. It has been proven by Sehnem in her Masters Thesis [0]]. A purely algebraic version of [4], Theorem 7.3] may be found in [5] , Theorem 8.5].

## 28. GLOBALIZATION IN THE C*-CONTEXT

The question of globalization is one of the richest parts of the theory of partial actions. Recall that partial actions on sets always have a unique globalization (5.5), and so do partial actions on topological spaces (5.5), although not always on a Hausdorff space (5.6). In the case of algebraic partial actions, existence ( $\mathrm{K} \sqrt{[\sqrt{4})}$ ) and uniqueness ( K .7 ) may fail, except when the corresponding ideals are unital ( $\mathrm{EL}[3)$ ).

With such a track record, when it comes to $\mathrm{C}^{*}$-algebras we clearly shouldn't expect a smooth ride. In order to be able to properly discuss globalization for $\mathrm{C}^{*}$-algebraic partial actions we will need a large part of the material developed so far and it is for this reason that the present chapter has been postponed until now.

The concept of restriction, as defined in (52), is perfectly suitable for the category of $\mathrm{C}^{*}$-algebras, requiring no further adaptation. In other words, if $\eta$ is a global $\mathrm{C}^{*}$-algebraic action of a group $G$ on an algebra $B$, and if we are given a closed two-sided ideal $A \unlhd B$, the restriction of $\eta$ to $A$ gives a bona fide $\mathrm{C}^{*}$-algebraic partial action of $G$ on $A$. However the concept of globalization given in (6.6) requires some fine tuning if it is to be of any use when working with $\mathrm{C}^{*}$-algebras. The difference between (5.6) and the following definition is essentially the occurrence of the word closure below.
28.1. Definition. Let $\eta$ be a $\mathrm{C}^{*}$-algebraic global action of a group $G$ on an algebra $B$, and let $A$ be a closed two-sided ideal of $B$. Also let $\theta$ be the partial action obtained by restricting $\eta$ to $A$. If $B$ is the closure of

$$
\sum_{g \in G} \eta_{g}(A),
$$

we will say that $\eta$ is a $C^{*}$-algebraic globalization of $\theta$.
It is not difficult to adapt the example given in ( $\sqrt[B]{ } \sqrt{4}$ ) to produce a $\mathrm{C}^{*}$-algebraic partial action admitting no globalization. However, example ([.7), exploiting a somewhat grotesque algebraic structure (identically zero product) to show the lack of uniqueness for globalizations of algebraic partial actions, has no counterpart for C*-algebras: our next result shows that if a $\mathrm{C}^{*}$-algebraic partial action admits a globalization, then that globalization is necessarily unique.
28.2. Proposition. Let $\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ be a $C^{*}$-algebraic partial action of the group $G$ on the algebra $A$, and suppose that for each $k=1,2$, we are given a globalization $\eta^{k}$ of $\theta$, acting on a $C^{*}$-algebra $B^{k}$. Then there exists an equivariant ${ }^{*}$-isomorphism

$$
\varphi: B^{1} \rightarrow B^{2}
$$

which is the identity on the respective copies of $A$ within $B^{1}$ and $B^{2}$.
Proof. As a first step we claim that, if $a$ and $b$ are in $A$, then

$$
\begin{equation*}
\eta_{g}^{1}(a) b=\eta_{g}^{2}(a) b, \quad \forall g \in G \tag{28.2.1}
\end{equation*}
$$

Choosing an approximate identity $\left\{v_{i}\right\}_{i}$ for $D_{g^{-1}}$, notice that $\left\{\theta_{g}\left(v_{i}\right)\right\}_{i}$ is an approximate identity for $D_{g}$. Also, since

$$
\eta_{g}^{k}(a) b \in \eta_{g}^{k}(A) \cap A=D_{g}, \quad \forall k=1,2
$$

we have

$$
\eta_{g}^{k}(a) b=\lim _{i \rightarrow \infty} \theta_{g}\left(v_{i}\right) \eta_{g}^{k}(a) b=\lim _{i \rightarrow \infty} \eta_{g}^{k}\left(v_{i} a\right) b=\lim _{i \rightarrow \infty} \theta_{g}\left(v_{i} a\right) b
$$

where the last step is justified by the fact that $v_{i} a$ is in $D_{g^{-1}}$. Since the right-hand-side above does not depend on $k$, the claim is proved.

Recall that each $B^{k}$ is the closure of the sum of the ideals $\eta_{g}^{k}(A)$, for $g$ in $G$. This suggests the following slightly more general situation: suppose we are given a $\mathrm{C}^{*}$-algebra $B$, which is the closure of the sum of a family $\left\{J_{i}\right\}_{i \in I}$ of closed two-sided ideals. Then every $b$ in $B$ acts as a multiplier of each $J_{i}$ by left and right multiplication, thus providing a canonical *-homomorphism

$$
\mu_{i}: B \rightarrow \mathcal{M}\left(J_{i}\right)
$$

Setting

$$
\mu=\prod_{i \in I} \mu_{i}: B \rightarrow \prod_{i \in I} \mathcal{M}\left(J_{i}\right)
$$

(here the product on the right-hand-side is defined to be the $\mathrm{C}^{*}$-algebra formed by all bounded families $x=\left(x_{i}\right)_{i \in I}$, with each $x_{i}$ in $\mathcal{M}\left(J_{i}\right)$, equipped with coordinate-wise operations and the supremum norm), we claim that $\mu$ is injective. In fact, if $b \in B$ is such that $\mu_{i}(b)=0$, for all $i \in I$, then

$$
b x=0, \quad \forall x \in \bigcup_{i \in I} J_{i}
$$

Since the set of all such $x$ 's span a dense subspace of $B$, we conclude that $b=0$. Being injective, $\mu$ is also necessarily isometric, so for each $b$ in $B$, one has that

$$
\|b\|=\|\mu(b)\|=\sup _{i \in I}\left\|\mu_{i}(b)\right\|=\sup _{i \in I} \sup _{\substack{x \in J_{i} \\\|x\| \leq 1}}\|b x\|
$$

Returning to the above setting, given $a_{1}, \ldots, a_{n} \in A$, and $g_{1}, \ldots, g_{n} \in G$, we may then compute the norm of the element

$$
b=\sum_{i=1}^{n} \eta_{g_{i}}^{1}\left(a_{i}\right) \in B^{1},
$$

as follows:

$$
\begin{gathered}
\|b\|=\sup _{h \in G} \sup _{\substack{\in a \| \leq 1}}\left\|b \eta_{h}^{1}(a)\right\|=\sup _{h, a}\left\|\sum_{i=1}^{n} \eta_{g_{i}}^{1}\left(a_{i}\right) \eta_{h}^{1}(a)\right\|= \\
=\sup _{h, a}\left\|\eta_{h}^{1}\left(\sum_{i=1}^{n} \eta_{h^{-1} g_{i}}^{1}\left(a_{i}\right) a\right)\right\|=\sup _{h, a}\left\|\sum_{i=1}^{n} \eta_{h^{-1} g_{i}}^{1}\left(a_{i}\right) a\right\| \stackrel{\text { (Lxaed) }}{=} \\
=\sup _{h, a}\left\|\sum_{i=1}^{n} \eta_{h^{-1} g_{i}}^{2}\left(a_{i}\right) a\right\|=\cdots=\left\|\sum_{i=1}^{n} \eta_{g_{i}}^{2}\left(a_{i}\right)\right\|,
\end{gathered}
$$

where the ellipsis indicates the reversal of our computations with the superscript " 1 " replaced by " 2 ". This implies that the correspondence

$$
\begin{equation*}
\sum_{i=1}^{n} \eta_{g_{i}}^{1}\left(a_{i}\right) \mapsto \sum_{i=1}^{n} \eta_{g_{i}}^{2}\left(a_{i}\right) \tag{28.2.2}
\end{equation*}
$$

is well defined and extends to give an isometric linear mapping $\varphi: B^{1} \rightarrow B^{2}$, which we claim to satisfy all of the required conditions.

We begin with the verification that $\varphi$ is multiplicative, for which it clearly suffices to check that

$$
\varphi\left(\eta_{g}^{1}(a) \eta_{h}^{1}(b)\right)=\eta_{g}^{2}(a) \eta_{h}^{2}(b), \quad \forall g, h \in G, \quad \forall a, b \in A
$$

We have

$$
\begin{aligned}
& \varphi\left(\eta_{g}^{1}(a) \eta_{h}^{1}(b)\right)=\varphi\left(\eta_{h}^{1}\left(\eta_{h^{-1} g}^{1}(a) b\right)\right) \stackrel{(\stackrel{8}{2})}{=} \\
& =\varphi\left(\eta_{h}^{1}\left(\eta_{h^{-1} g}^{2}(a) b\right)\right) \stackrel{(\underset{\sim}{\text { (2x) }})}{=} \eta_{h}^{2}\left(\eta_{h^{-1} g}^{2}(a) b\right)=\eta_{g}^{2}(a) \eta_{h}^{2}(b) .
\end{aligned}
$$

The easy verification that $\varphi$ is equivariant and preserves the star operation is left to the reader.

Another important aspect of globalization is that it does not mix the commutative and the non-commutative worlds:
28.3. Proposition. Let $\eta$ be a globalization of a $C^{*}$-algebraic partial action $\theta$. If $\theta$ acts on a commutative algebra, then so does $\eta$.
Proof. Let $A$ and $B$ be the algebras where $\theta$ and $\eta$ act, respectively, so that $A$ is a commutative ideal in $B$. We first claim that $A$ is contained in the center of $B$.

To see this pick $a$ in $A$, and $b$ in $B$. Using Cohen-Hewitt, we may write $a=a_{1} a_{2}$, with $a_{1}$ and $a_{2}$ in $A$. We then have

$$
a b=\left(a_{1} a_{2}\right) b=a_{1}\left(a_{2} b\right)=\left(a_{2} b\right) a_{1}=a_{2}\left(b a_{1}\right)=\left(b a_{1}\right) a_{2}=b a,
$$

proving that $a$ is in the center of $B$. This argument in fact shows that any commutative idempotent ideal must be central.

Since $B$ is generated by the translates of $A$, it is clearly enough to prove that

$$
\eta_{g}(a) \eta_{h}(b)=\eta_{h}(b) \eta_{g}(a),
$$

for any $a$ and $b$ in $A$, and for any $g$ and $h$ in $G$, but this is easily proven with the following computation:

$$
\eta_{g}(a) \eta_{h}(b)=\eta_{g}\left(a \eta_{g^{-1} h}(b)\right)=\eta_{g}\left(\eta_{g^{-1} h}(b) a\right)=\eta_{h}(b) \eta_{g}(a) .
$$

Since partial actions on commutative C*-algebras correspond bijectively to partial actions on LCH (locally compact Hausdorff) spaces by (■.6), we may correlate the globalization questions for commutative $\mathrm{C}^{*}$-algebras on the one hand, and for topological spaces, on the other:
28.4. Proposition. Let $\theta$ be a partial action of a group $G$ on a $L C H$ space $X$, and denote by $\theta^{\prime}$ the partial action of $G$ on $C_{0}(X)$ corresponding to $\theta$ via (Ш⿺辶). Then a necessary and sufficient condition for $\theta^{\prime}$ to admit a globalization is that the globalization of $\theta$ provided by (5.3) take place on a Hausdorff space.
Proof. If $(\eta, Y)$ is a globalization of $\theta$ and $Y$ is Hausdorff, it is easy to see that the corresponding action $\eta^{\prime}$ of $G$ on $C_{0}(Y)$ is a globalization for $\theta^{\prime}$.

Conversely, if we are given a globalization $\left(\eta^{\prime}, B\right)$ for $\theta^{\prime}$, we have by ( 28.3 ) that $B$ is commutative, hence $B \simeq C_{0}(Y)$, where $Y$ is the spectrum of $B$. Denoting by $\eta$ the global action of $G$ on $Y$ corresponding to $\eta^{\prime}$ under (■.6), it is easy to see that $\eta$ is the globalization for $\theta$. Being the spectrum of a commutative $\mathrm{C}^{*}$-algebra, $Y$ is Hausdorff.

This result may easily be used to produce examples of C*-algebraic partial actions not admitting a globalization: just take a partial action on a LCH space $X$ whose graph is not closed, so that its globalization will be nonHausdorff by (5.6). The corresponding partial action on $C_{0}(X)$ will therefore admit no globalization by ( $\mathrm{ER}, 4$ ).

Having seen that the existence question for globalization of $\mathrm{C}^{*}$-algebraic partial actions often has a negative answer, one might try to relax the question itself, and look for Morita-Rieffel-equivalent actions admitting a globalization. The following main result shows that this can always be attained.
28.5. Theorem. Every $C^{*}$-algebraic partial action is Morita-Rieffel-equivalent to one admitting a globalization. More precisely, every $C^{*}$-algebraic partial action is Morita-Rieffel-equivalent to the dual partial action $\Delta$ on the restricted smash product for the corresponding semi-direct product bundle (which admits a globalization by (26.14)).

Proof. Given a $\mathrm{C}^{*}$-algebraic partial action

$$
\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)
$$

of the group $G$ on the $\mathrm{C}^{*}$-algebra $A$, denote by $\mathscr{B}$ its semi-direct product bundle. Our task is therefore to construct a Hilbert $A-\mathscr{B} b G$-bimodule $M$, and a partial action $\gamma$ of $G$ on $M$, satisfying the conditions required by ( $[.5 .7$ ). We begin by letting $M$ be the subspace of $\mathscr{B} b G$ given by

$$
M=\overline{\sum_{h \in G} B_{h} \otimes e_{1, h}}
$$

If the reader is used to thinking of elements of $C^{*}(\mathscr{B}) \otimes \mathcal{K}$ as infinite matrices with entries in $C^{*}(\mathscr{B})$, then $M$ should be thought of as the space of all row matrices in $\mathscr{B} \triangleright G$. Observe that $M$ is invariant under left-multiplication by $B_{1} \otimes e_{1,1}$, so, upon identifying $A$ with $B_{1} \otimes e_{1,1}$ via

$$
\begin{equation*}
a \in A \mapsto a \delta_{1} \otimes e_{1,1} \in B_{1} \otimes e_{1,1} \tag{28.5.1}
\end{equation*}
$$

we may use the multiplicative structure of $\mathscr{B}_{b} G$ to define the left $A$-module structure. Given $h, k$ and $l$ in $G$, notice that

$$
\left(B_{h} \otimes e_{1, h}\right)\left(B_{k^{-1}} B_{l} \otimes e_{k, l}\right)=\delta_{h, k}\left(B_{h} B_{h^{-1}} B_{l} \otimes e_{1, l}\right) \subseteq B_{l} \otimes e_{1, l} \subseteq M
$$

from where we see that $M$ is a right ideal in $\mathscr{B} b G$, hence also a right $\mathscr{B} b G$ module.

Given $\xi$ and $\eta$ in $M$, it is easy to see that $\xi \eta^{*}$ (operated as elements of the $\mathrm{C}^{*}$-algebra $\mathscr{B} \triangleright G$ ) lies in $B_{1} \otimes e_{1,1}$. So, under the identification ( (\%8.5.]), we may view $\xi \eta^{*}$ as an element of $A$. In other words, we define the $A$-valued inner-product of $\xi$ and $\eta$ to be the unique element $\langle\xi, \eta\rangle_{A} \in A$, such that

$$
\begin{equation*}
\xi \eta^{*}=\langle\xi, \eta\rangle_{A} \delta_{1} \otimes e_{1,1} \tag{28.5.2}
\end{equation*}
$$

For the $\mathscr{B} b G$-valued inner-product we simply set

$$
\langle\xi, \eta\rangle_{\mathscr{B} b G}=\xi^{*} \eta, \quad \forall \xi, \eta \in M
$$

Proving $M$ to be a Hilbert $A-\mathscr{B} b G$-bimodule is now entirely routine. In order to construct the partial action, we let for each $g$ in $G$,

$$
M_{g}=\overline{\sum_{h \in G}\left[B_{g} B_{g^{-1}} B_{h}\right] \otimes e_{1, h}}
$$

It is easy to see that $\left(B_{1} \otimes e_{1,1}\right) M_{g} \subseteq M_{g}$, so that $M_{g}$ is a left $A$-submodule. In order to prove it to be a right $\mathscr{B} b G$-sub-module, notice that for each $h$ and $k$ in $G$, we have

$$
\left(B_{g} B_{g^{-1}} B_{h} \otimes e_{1, h}\right)\left(B_{h^{-1}} B_{k} \otimes e_{h, k}\right) \subseteq B_{g} B_{g^{-1}} B_{k} \otimes e_{1, k} \subseteq M_{g},
$$

thus concluding the verification of ( 5.5 T ).
 here $D_{g}$ is supposed to mean the range of $\theta_{g}$. Insisting on the present use of $D_{g}$, observe that $B_{g}=D_{g} \delta_{g}$, hence

$$
\left[B_{g} B_{g^{-1}}\right]=\left[\left(D_{g} \delta_{g}\right)\left(D_{g^{-1}} \delta_{g^{-1}}\right)\right] \stackrel{(4) a)}{=}\left[D_{g} \theta_{g}\left(D_{g^{-1}}\right) \delta_{1}\right]=D_{g} \delta_{1},
$$

so the current meaning of $D_{g}$ is compatible with the one used in ([6].3), up to the usual identification of $D_{g}$ with $D_{g} \delta_{1}$.

Given $g$ and $h$ in $G$ observe that

$$
\left[B_{g} B_{g^{-1}} B_{h}\right]=\left[D_{g} D_{h} \delta_{h}\right]=\left(D_{g} \cap D_{h}\right) \delta_{h},
$$

so $M_{g}$ may be alternatively described as

$$
\begin{equation*}
M_{g}=\overline{\sum_{h \in G}\left(D_{g} \cap D_{h}\right) \delta_{h} \otimes e_{1, h}} . \tag{28.5.3}
\end{equation*}
$$

Speaking of ( $15.7 . \mathrm{il})$, notice that for each $h$ in $G$, we have that

$$
\left(\left(D_{g} \cap D_{h}\right) \delta_{h}\right)\left(\left(D_{g} \cap D_{h}\right) \delta_{h}\right)^{*} \stackrel{\left(D^{-a l)}\right.}{=}\left(D_{g} \cap D_{h}\right) \delta_{1}
$$

from where we see that $\left[\left\langle M_{g}, M_{g}\right\rangle_{A}\right]=D_{g}$. On the other hand, given $h$ and $k$ in $G$, we have

$$
\begin{gathered}
{\left[\left(B_{g} B_{g^{-1}} B_{h} \otimes e_{1, h}\right)^{*}\left(B_{g} B_{g^{-1}} B_{k} \otimes e_{1, k}\right)\right]=} \\
=\left[B_{h^{-1}} B_{g} B_{g^{-1}} B_{g} B_{g^{-1}} B_{k} \otimes e_{h, k}\right]=\left[B_{h^{-1}} D_{g} B_{k} \otimes e_{h, k}\right],
\end{gathered}
$$

so we deduce from ([6].3) that $\left[\left\langle M_{g}, M_{g}\right\rangle_{\mathscr{B b} b}\right]=E_{g}$, as desired.
We next claim that for each $g$ in $G$, there exists a bounded linear mapping

$$
\gamma_{g}: M_{g^{-1}} \rightarrow M_{g}
$$

such that

$$
\begin{equation*}
\gamma_{g}\left(a \delta_{h} \otimes e_{1, h}\right)=\theta_{g}(a) \delta_{g h} \otimes e_{1, g h}, \tag{28.5.4}
\end{equation*}
$$

for all $g$ and $h$ in $G$, and for all $a$ in $D_{g^{-1}} \cap D_{h}$. In order to see this, first notice that if $a$ is as above, then

$$
\theta_{g}(a) \in \theta_{g}\left(D_{g^{-1}} \cap D_{h}\right) \stackrel{(\sim)}{\subseteq} D_{g} \cap D_{g h},
$$

 needed. Denoting by $M_{g}^{0}$ the dense subspace of $M_{g}$ defined as in ( 28.5 .3 ), but without taking closures, it is therefore immediate to prove the existence of a map $\gamma_{g}^{0}: M_{g^{-1}}^{0} \rightarrow M_{g}^{0}$, satisfying ( (\%, प. प). Given $\xi$ and $\eta$ in $M_{g^{-1}}^{0}$, write them as finite sums

$$
\xi=\sum_{h \in G} a_{h} \delta_{h} \otimes e_{1, h}, \quad \text { and } \quad \eta=\sum_{h \in G} b_{h} \delta_{h} \otimes e_{1, h}
$$

with each $a_{h}$ and $b_{h}$ in $D_{g^{-1}} \cap D_{h}$, and notice that

$$
\begin{gathered}
\gamma_{g}^{0}(\xi) \gamma_{g}^{0}(\eta)^{*}=\left(\sum_{h \in G} \theta_{g}\left(a_{h}\right) \delta_{g h} \otimes e_{1, g h}\right)\left(\sum_{k \in G} \theta_{g}\left(b_{k}\right) \delta_{g k} \otimes e_{1, g k}\right)^{*} \stackrel{(\square)}{=} \\
=\sum_{h \in G} \theta_{g}\left(a_{h} b_{h}^{*}\right) \delta_{1} \otimes e_{1,1} .
\end{gathered}
$$

In view of (28.5.2), this shows that

$$
\left\langle\gamma_{g}^{0}(\xi), \gamma_{g}^{0}(\eta)\right\rangle_{A}=\sum_{h \in G} \theta_{g}\left(a_{h} b_{h}^{*}\right)=\theta_{g}\left(\langle\xi, \eta\rangle_{A}\right)
$$

from where we deduce two important facts: firstly, that $\gamma_{g}^{0}$ is an isometry, so it extends to a bounded linear map $\gamma_{g}$ from $M_{g^{-1}}$ to $M_{g}$, proving our claim and, secondly, that $\gamma_{g}$ satisfies ( $\mathbb{\square 5 . 7 . 7 \nabla )}$ ) relative to the $A$-valued innerproduct. Let us now also prove ( $\left[\begin{array}{ll}\mathrm{L} \cdot \mathrm{T} \mathrm{V}) \text { ) for the } \mathscr{B} b G \text {-valued inner-product, }\end{array}\right.$ so we begin by taking $\xi$ and $\eta$ in $M_{g^{-1}}$ of the form

$$
\xi=a \delta_{h} \otimes e_{1, h}, \quad \text { and } \quad \eta=b \delta_{k} \otimes e_{1, k},
$$

with $a$ in $D_{g^{-1}} \cap D_{h}$, and $b$ in $D_{g^{-1}} \cap D_{k}$. So

$$
\begin{gathered}
\left\langle\gamma_{g}(\xi), \gamma_{g}(\eta)\right\rangle_{\mathscr{B b}}=\left(\theta_{g}(a) \delta_{g h} \otimes e_{1, g h}\right)^{*}\left(\theta_{g}(b) \delta_{g k} \otimes e_{1, g k}\right) \stackrel{\left(a^{2}\right)}{=} \theta_{h^{-1} g^{-1}}\left(\theta_{g}\left(a^{*} b\right)\right) \delta_{h^{-1} k} \otimes e_{g h, g k} \stackrel{\left(a^{*} b\right) \delta_{h^{-1} k} \otimes e_{g h, g k}=}{=} \theta_{h^{-1}}= \\
=\Delta_{g}\left(\theta_{h^{-1}}\left(a^{*} b\right) \delta_{h^{-1} k} \otimes e_{h, k}\right)=\Delta_{g}\left(\langle\xi, \eta\rangle_{\mathscr{B} b G}\right) .
\end{gathered}
$$

Since the set of elements $\xi$ and $\eta$ considered above span a dense subspace of $M_{g^{-1}}$, we have proven ( $\quad$.5.7viv).

To conclude we must now prove that $\gamma$ is indeed a partial action on $M$.
 observe that, as a consequence of ( $\overline{[6]}$ ), given $w$ in $\mathscr{B} b G$, a necessary and sufficient condition for $w$ to be in $M_{g}$ is that

$$
\begin{equation*}
w_{1, k} \in\left(D_{g} \cap D_{k}\right) \delta_{k}, \quad \text { and } \quad w_{h, k}=0, \tag{28.5.5}
\end{equation*}
$$

for all $h$ and $k$ in $G$, with $h \neq 1$. This said, we claim that, for all $g$ and $h$ in $G$, one has that

$$
\begin{equation*}
\gamma_{h}^{-1}\left(M_{h} \cap M_{g^{-1}}\right) \subseteq M_{(g h)^{-1}} . \tag{28.5.6}
\end{equation*}
$$

Notice that the set in the left-hand-side above is precisely the domain of $\gamma_{g} \circ \gamma_{h}$ by (Ш2). We thus pick an element $\xi$ in this set, so that

$$
\xi \in M_{h^{-1}}, \quad \text { and } \quad \gamma_{h}(\xi) \in M_{g^{-1}} .
$$

Letting $a_{k} \in D_{h^{-1}} \cap D_{k}$ be defined by $\xi_{1, k}=a_{k} \delta_{k}$, observe that

$$
\gamma_{h}(\xi)_{1, h k}=\theta_{h}\left(a_{k}\right) \delta_{h k},
$$

as a quick look at $(\mathbb{8 . 5 . 4})$ will reveal. Since $\gamma_{h}(\xi) \in M_{g^{-1}}$, we deduce from ( 8.5 .5 .4 ) that

$$
\gamma_{h}(\xi)_{1, h k} \in\left(D_{g^{-1}} \cap D_{h k}\right) \delta_{h k},
$$

which implies that

$$
\theta_{h}\left(a_{k}\right) \in D_{g^{-1}} \cap D_{h k} \quad \cap D_{h},
$$

so

$$
a_{k} \in \theta_{h^{-1}}\left(D_{g^{-1}} \cap D_{h k} \cap D_{h}\right) \stackrel{(\Omega)}{\subseteq} D_{h^{-1} g^{-1}} \cap D_{k} \cap D_{h^{-1}} .
$$

Therefore

$$
\xi_{1, k}=a_{k} \delta_{k} \in\left(D_{h^{-1} g^{-1}} \cap D_{k}\right) \delta_{k},
$$

whence $\xi$ is in $M_{(g h)^{-1}}$, by ( $\left.\$ 8.5 .5\right)$, proving claim ( $\left.\$ 8.56\right)$ ). In particular, this shows that the domain of $\gamma_{g} \circ \gamma_{h}$ is contained in the domain of $\gamma_{g h}$, and it is now easy to see that $\gamma_{g h}(\xi)=\gamma_{g}\left(\gamma_{h}(\xi)\right)$, for all $\xi$ in the domain of $\gamma_{g} \circ \gamma_{h}$, thus verifying ( $\mathrm{L}_{2}$ ), and hence finishing the proof.

Starting with an arbitrary C*-algebraic partial dynamical system

$$
\theta=\left(A, G,\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right),
$$

we are then led to considering two other actions: the dual partial action $\Delta$


Each of these actions comes with its full and reduced crossed products:

| $\theta$ <br> Given action | $\Delta$ <br> Dual action | $\Gamma$ <br> Globalization |
| :---: | :---: | :---: |
| $A \rtimes G$ | $(\mathscr{B} \triangleright G) \rtimes G$ | $(\mathscr{B} \sharp G) \rtimes G$ |
| $A \rtimes_{\text {red }} G$ | $(\mathscr{B} \triangleright G) \rtimes_{\text {red }} G$ | $(\mathscr{B} \sharp G) \rtimes_{\text {red }} G$ |

28.6. Table. Derived actions and crossed products.

We already know that $\theta$ and $\Delta$ are Morita-Rieffel-equivalent as partial actions. Even though $\Delta$ and $\Gamma$ are not necessarily Morita-Rieffel-equivalent ${ }^{33}$, we will now show that in each row of the above table all of the three algebras are Morita-Rieffel-equivalent to each other. Our next two results are designed to justify this claim.
28.7. Theorem ${ }^{34}$. Let $G$ be a group and suppose we are given Morita-Rieffel-equivalent $C^{*}$-algebraic partial dynamical systems

$$
\alpha=\left(A, G,\left\{A_{g}\right\}_{g \in G},\left\{\alpha_{g}\right\}_{g \in G}\right), \quad \text { and } \quad \beta=\left(B, G,\left\{B_{g}\right\}_{g \in G},\left\{\beta_{g}\right\}_{g \in G}\right)
$$

Then
(i) $A \rtimes_{\text {red }} G$ and $B \rtimes_{\text {red }} G$ are Morita-Rieffel-equivalent, and
(ii) $A \rtimes G$ and $B \rtimes G$ are Morita-Rieffel-equivalent.

Proof. Let

$$
\gamma=\left(M, G,\left\{M_{g}\right\}_{g \in G},\left\{\gamma_{g}\right\}_{g \in G}\right)
$$

be an imprimitivity system for $\alpha$ and $\beta$, and let $L$ be the linking algebra of $M$. Consider the partial action

$$
\lambda=\left(\left\{L_{g}\right\}_{g \in G},\left\{\lambda_{g}\right\}_{g \in G}\right)
$$

of $G$ on $L$ given by ( it is clear that $A$ is a $\lambda$-invariant subalgebra, so we may use case (i) of ( $\mathbb{Z L 2} 3$ ) to view $A \rtimes_{\text {red }} G$ as a subalgebra of $L \rtimes_{\text {red }} G$.

Unless $A$ is a unital algebra, there is no canonical way to view the $2 \times 2$ matrix

$$
e_{1,1}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)
$$

as an element of $L$, but, even when $A$ is non-unital, the formal left- or rightmultiplication of $e_{1,1}$ by elements of $L$ is easily seen to define a multiplier of $L$.

By ( 6.27 ), which is stated for the full cross-sectional algebra, but which evidently also holds for the reduced one, we have that the inclusion of $L$ in $L \rtimes_{\text {red }} G$ is a non-degenerate *-homomorphism. We may then extend it to a *-homomorphism

$$
\mathcal{M}(L) \rightarrow \mathcal{M}\left(L \rtimes_{\text {red }} G\right),
$$

[^25]and we will denote the image of $e_{1,1}$ under this map by $e_{1,1} \delta_{1}$. Given $g$ in $G$, and
\[

x=\left($$
\begin{array}{cc}
a & m \\
n^{*} & b
\end{array}
$$\right) \in L_{g}
\]

notice that

$$
\begin{align*}
& \left(e_{1,1} \delta_{1}\right)\left(x \delta_{g}\right)\left(e_{1,1} \delta_{1}\right) \stackrel{(0)}{=} \lambda_{g}\left(\lambda_{g^{-1}}\left(e_{1,1} x\right) e_{1,1}\right) \delta_{g}= \\
= & \lambda_{g}\left(\left(\begin{array}{cc}
\alpha_{g^{-1}}(a) & \gamma_{g^{-1}}(m) \\
0 & 0
\end{array}\right) e_{1,1}\right) \delta_{g}=\left(\begin{array}{cc}
a & 0 \\
0 & 0
\end{array}\right) \delta_{g} . \tag{28.7.1}
\end{align*}
$$

With this it is easy to see that

$$
\begin{equation*}
\left(e_{1,1} \delta_{1}\right)\left(L \rtimes_{\mathrm{red}} G\right)\left(e_{1,1} \delta_{1}\right)=A \rtimes_{\mathrm{red}} G, \tag{28.7.2}
\end{equation*}
$$

from where it follows that $A \rtimes_{\text {red }} G$ is a hereditary subalgebra of $L \rtimes_{\text {red }} G$.
We next claim that $A$ is a full subalgebra. To see this, we first check that the closed two-sided ideal generated by $A \rtimes_{\text {red }} G$ coincides with

$$
\left[\left(L \rtimes_{\mathrm{red}} G\right)\left(e_{1,1} \delta_{1}\right)\left(L \rtimes_{\mathrm{red}} G\right)\right] .
$$

Temporarily denoting

$$
L^{\rtimes}:=L \rtimes_{\mathrm{red}} G, \quad \text { and } \quad A^{\rtimes}:=A \rtimes_{\mathrm{red}} G,
$$

and denoting $e_{1,1} \delta_{1}$ by $p$, notice that $\left[L^{\searrow} p L^{\rtimes}\right]$ is an ideal in $L^{\rtimes}$, hence idempotent, so
proving our claim. Given $g \in G$,

$$
x=\left(\begin{array}{cc}
a & m \\
n^{*} & b
\end{array}\right) \in L_{1}=L, \quad \text { and } \quad x^{\prime}=\left(\begin{array}{cc}
a^{\prime} & m^{\prime} \\
n^{\prime *} & b^{\prime}
\end{array}\right) \in L_{g},
$$

we have

$$
\left(x \delta_{1}\right)\left(e_{1,1} \delta_{1}\right)\left(x^{\prime} \delta_{g}\right) \stackrel{(a)^{(a)}}{=} x e_{1,1} x^{\prime} \delta_{g}=\left(\begin{array}{cc}
a a^{\prime} & a m^{\prime} \\
n^{*} a^{\prime} & \left\langle n, m^{\prime}\right\rangle_{B}
\end{array}\right) \delta_{g}
$$

This implies that the ideal generated by $A \rtimes_{\text {red }} G$ contains

$$
\left(\begin{array}{cc}
{\left[A A_{g}\right]} & {\left[A M_{g}\right]} \\
{\left[\left(A_{g} M\right)^{*}\right]} & {\left[\left\langle M, M_{g}\right\rangle_{B}\right]}
\end{array}\right) \delta_{g} .
$$

Observing that

$$
\begin{gathered}
{\left[A A_{g}\right]=A_{g}, \quad\left[A M_{g}\right]=M_{g},} \\
M_{g} \stackrel{(\sim)}{=}\left[\left\langle M_{g}, M_{g}\right\rangle_{A} M_{g}\right] \subseteq\left[A_{g} M\right],
\end{gathered}
$$

and

$$
B_{g} \stackrel{(\sqrt{5 S-C D})}{=}\left[\left\langle M_{g}, M_{g}\right\rangle_{B}\right] \subseteq\left[\left\langle M, M_{g}\right\rangle_{B}\right],
$$

we therefore conclude that the ideal generated by $A \rtimes_{\text {red }} G$ contains $L_{g} \delta_{g}$, for every $g$, and consequently also $L \rtimes_{\text {red }} G$.

The grand conclusion is that $A \rtimes_{\text {red }} G$ is a full hereditary subalgebra of $L \rtimes_{\text {red }} G$, so these are Morita-Rieffel-equivalent $\mathrm{C}^{*}$-algebras by (L5.6).

We may now rerun the whole argument above in order to prove $B \rtimes_{\text {red }} G$ to be Morita-Rieffel-equivalent to $L \rtimes_{\text {red }} G$. Since Morita-Rieffel-equivalence is well known to be an equivalence relation, the proof of (i) is concluded.

Focusing now on (ii), let us consider the semi-direct product bundles $\mathscr{A}$ and $\mathscr{L}$ associated to the partial actions $\alpha$ and $\lambda$, respectively. We claim
 conditional expectation from $\mathscr{L}$ onto $\mathscr{A}$.

Since each fiber of $\mathscr{L}$ is faithfully represented in $C_{\text {red }}^{*}(\mathscr{L})$ by ( $[7.9$ iلil), we will produce the conditional expectation needed by working within $C_{\text {red }}^{*}(\mathscr{L})$, or equivalently, within $L \rtimes_{\text {red }} G$. We then claim that the mapping

$$
E: x \in L \rtimes_{\mathrm{red}} G \mapsto\left(e_{1,1} \delta_{1}\right) x\left(e_{1,1} \delta_{1}\right) \in A \rtimes_{\mathrm{red}} G,
$$

sends each fiber $L_{g} \delta_{g}$ to the corresponding $A_{g} \delta_{g}$, and that the restrictions $P_{g}$ thus defined form a conditional expectation $P=\left\{P_{g}\right\}_{g \in G}$ from $\mathscr{L}$ to $\mathscr{A}$.

An expression for $P_{g}$ may be obtained from our previous calculation ( 8.7 ), namely

$$
P_{g}\left(\left(\begin{array}{cc}
a & m \\
n^{*} & b
\end{array}\right) \delta_{g}\right)=\left(\begin{array}{cc}
a & 0 \\
0 & 0
\end{array}\right) \delta_{g} .
$$

 left as an exercise.

As claimed, the hypothesis of ( CL. the canonical embedding of full cross-sectional algebras is a monomorphism, which we interpret as

$$
A \rtimes G \subseteq L \rtimes G
$$

The proof of (i) now generalizes ipsis literis, after replacing reduced crossed products by their full versions.

 two rows of table ( ER .6 C ), the algebras in the first and second columns are Morita-Rieffel-equivalent.

In order to include the algebras in the third column, we present the following:
28.8. Theorem. Let

$$
\theta=\left(A, G,\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)
$$

be a $C^{*}$-algebraic partial dynamical system admitting a globalization $\eta$, acting on a $C^{*}$-algebra $B$. Then:
(i) $A \rtimes_{\text {red }} G$ is isomorphic to a full hereditary subalgebra of $B \rtimes_{\text {red }} G$, in a natural way, and hence $A \rtimes_{\text {red }} G$ and $B \rtimes_{\text {red }} G$ are Morita-Rieffel-equivalent.
(ii) $A \rtimes G$ is isomorphic to a full hereditary subalgebra of $B \rtimes G$, in a natural way, and hence $A \rtimes G$ and $B \rtimes G$ are Morita-Rieffel-equivalent.

Proof. By ([2.3) we have that $A \rtimes_{\text {red }} G$ is a hereditary subalgebra of $B \rtimes_{\text {red }} G$, so let us now prove that $A \rtimes_{\text {red }} G$ is a full subalgebra. This is to say that the closed two-sided ideal generated by $A \rtimes_{\text {red }} G$, say

$$
J:=\left[\left(B \rtimes_{\mathrm{red}} G\right)\left(A \rtimes_{\mathrm{red}} G\right)\left(B \rtimes_{\mathrm{red}} G\right)\right],
$$

coincides with $B \rtimes_{\text {red }} G$. For this pick $g$ and $h$ in $G$, and notice that

$$
J \supseteq\left[\left(B \delta_{h}\right)\left(A \delta_{1}\right)\left(B \delta_{h^{-1} g}\right)\right]=\left[B \eta_{h}(A B) \delta_{g}\right]=\eta_{h}(A) \delta_{g},
$$

so $J$ also contains

$$
\left(\overline{\sum_{h \in G} \eta_{h}(A)}\right) \delta_{g}=B \delta_{g},
$$

for every $g$ in $G$, from where it follows that $J=B \rtimes_{\text {red }} G$, proving that $A \rtimes_{\text {red }} G$ is indeed full.

As for the second point, we have by ( $\mathbb{2 L . 4}$ ) that $A \rtimes G$ is naturally isomorphic to a hereditary subalgebra of $B \rtimes G$, and the above proof that $A \rtimes_{\text {red }} G$ is a full subalgebra of $B \rtimes_{\text {red }} G$ generalizes ipsis literis to show that $A \rtimes G$ is a full subalgebra of $B \rtimes G$.

The statements about Morita-Rieffel-equivalence now follow immediately from ( 5

Given a partial dynamical system

$$
\theta=\left(A, G,\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right),
$$

we may summarize the main results obtained in this chapter as follows:

- When a globalization for $\theta$ exists, it is unique. See ( LR ) ).
- Regardless of whether or not $\theta$ admit a globalization, there always exists a partial dynamical system $\Delta$, Morita-Rieffel-equivalent to $\theta$, which admits a globalization $\Gamma$. See (ㅍ8.4).
- The reduced crossed products relative to the partial dynamical systems $\theta$, $\Delta$, and $\Gamma$ are all Morita-Rieffel-equivalent to each other. See ( 28.7 Cl ) and (28.8.1).
－The full crossed products relative to the partial dynamical systems $\theta, \Delta$ ， and $\Gamma$ are all Morita－Rieffel－equivalent to each other．See（ 28.7 .11 ）and （28．8．71）．

There are a few other important results related to the globalization of $\mathrm{C}^{*}$－algebraic partial actions which we would now like to mention without proofs．

When a partial action $\theta$ is Morita－Rieffel－equivalent to another partial action $\Delta$ ，which，in turn，admits a globalization $\Gamma$ ，one says that $\Gamma$ is a Morita－Rieffel－globalization of $\theta$ ．

The following is［】］，Proposition 6．3］：
28．9．Theorem．Any two Morita－Rieffel－globalizations of a given $C^{*}$－al－ gebraic partial action are Morita－Rieffel－equivalent to each other．

Another very interesting result proved by Abadie regards partial actions on abelian $\mathrm{C}^{*}$－algebras．In order to describe it，let $\theta$ be a partial action of a group $G$ on a LCH space $X$ and denote by $\theta^{\prime}$ the partial action of $G$ on $C_{0}(X)$ corresponding to $\theta$ via（■．6）．

By（5．⿹\zh26），we have that $\theta$ always admits a globalization，say $\eta$ ，acting on a space $Y$ ．However $Y$ may be non－Hausdorff，and in this case $\theta^{\prime}$ admits no globalization by（［8，4）．So let $\beta$ be a Morita－Rieffel－globalization of $\theta^{\prime}$ ，acting on a $\mathrm{C}^{*}$－algebra $B$ ，which always exists by（ 28,5 ）．

The action $\beta$ evidently induces an action $\hat{\beta}$ on the primitive ideal space $\operatorname{Prim}(B)$ ，and because any two Morita－Rieffel－globalizations are equivalent by （ $\mathbb{R - T M}$ ），$\hat{\beta}$ does not depend on the specific choice of $\beta$ ，being thus intrinsically associated to $\theta$ ．

The next result is essentially［ $\mathbb{Z}$ ，Proposition 7．4］：
28．10．Theorem．Let $\theta$ be a topological partial action of a group $G$ on a $L C H$ space $X$ ，and let $\beta$ ，acting on $B$ ，be a Morita－Rieffel－globalization of the corresponding partial action on $C_{0}(X)$ ．Then the action $\hat{\beta}$ of $G$ on $\operatorname{Prim}(B)$ is the（possibly non－Hausdorff）globalization of $\theta$ ．

Notes and remarks．Most of the results in this chapter are extracted from Abadie＇s PhD Thesis［［山］，［［ ］，where in fact the more general case of partial actions of locally compact groups is considered．See also［G］for a study of the relationship between the amenability of a partial action and that of its Morita enveloping action．

## 29. TOPOLOGICALLY FREE PARTIAL ACTIONS

In chapter ([2:3) we have studied induced and Fourier ideals in topologically graded algebras. These may be considered as the ideals which respect the given grading. In the present chapter we will study conditions which imply that all ideals somehow take the grading into account, such as having a nonzero intersection with the unit fiber algebra or, in the best-case scenario, are induced ideals.

The graded algebra at the center of the stage here will be the crossed product of an abelian $\mathrm{C}^{*}$-algebra $A$ by a given group $G$, and the main conditions we will impose relate to the corresponding partial action of $G$ on the spectrum of $A$, namely that there are not too many fixed points. As an application we will give conditions for a partial crossed product to be simple.
29.1. Definition. Let $\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)$ be a topological partial action of a group $G$ on a locally compact Hausdorff space $X$, and let $g \in G$.
(a) A fixed point for $g$ is any element $x$ in $D_{g^{-1}}$, such that $\theta_{g}(x)=x$.
(b) The set of all fixed points for $g$ will be denoted by $F_{g}$.
(c) We say that $\theta$ is free if $F_{g}$ is empty for every $g \neq 1$.
(d) We say that $\theta$ is topologically free if the interior of $F_{g}$ is empty for every $g \neq 1$.

Observe that $F_{g}=F_{g^{-1}}$, for all $g$ in $G$. Also notice that $F_{g}$ is a closed subset of $D_{g^{-1}}$ (and hence also of $D_{g}$ by the previous remark) in the relative topology, but it is not necessarily closed in $X$. Incidentally, here is a useful result of general topology:
29.2. Lemma. Let $X$ be a topological space, and suppose we are given subsets $F \subseteq D \subseteq X$, such that $F$ is closed relative to $D$, and $D$ is open in $X$. If the interior of $F$ is empty, then the interior of $\bar{F}$ is also empty, where $\bar{F}$ denotes the closure of $F$ relative to $X$.

Proof. We should observe that, since $D$ is open, the interior of $F$ relative to $D$ is the same as the interior of $F$ relative to $X$.

It suffices to prove that, if $V$ is an open subset of $X$, with $V \subseteq \bar{F}$, then $V=\emptyset$. Notice that for each such $V$, we have

$$
V \cap D \subseteq \bar{F} \cap D=F,
$$

the last equality being the expression that $F$ is closed in $D$. Since $F$ has no interior, we deduce that $V \cap D=\emptyset$.

It is well known that, when two open subsets are disjoint, each one is necessarily disjoint from the other's closure, whence

$$
\emptyset=V \cap \bar{D} \supseteq V \cap \bar{F}=V
$$

Another topological fact we will need is the following baby version of Baire's category Theorem, which incidentally holds in any topological space:
29.3. Lemma. Let $X$ be a topological space and let $F_{1}, F_{2}, \ldots, F_{n}$ be nowhere dense ${ }^{35}$ subsets of $X$. Then $F_{1} \cup F_{2} \cup \ldots \cup F_{n}$ is nowhere dense.
Proof. Replacing each $F_{i}$ by its closure, we may clearly assume them to be closed, and hence so is their union.

In order to prove the statement we must show that every open set

$$
V \subseteq F_{1} \cup F_{2} \cup \ldots \cup F_{n}
$$

is necessarily empty. Given such a $V$, notice that,

$$
W:=V \backslash\left(F_{1} \cup F_{2} \cup \ldots \cup F_{n-1}\right)
$$

is an open set contained in $F_{n}$, whence $W$ is empty by hypothesis. Thus $V \subseteq F_{1} \cup F_{2} \cup \ldots \cup F_{n-1}$, and the conclusion follows by induction.

- From now on we will fix a group $G$, a locally compact Hausdorff space $X$ and a topological partial action

$$
\theta=\left(\left\{D_{g}\right\}_{g \in G},\left\{\theta_{g}\right\}_{g \in G}\right)
$$

of $G$ on $X$. Our attention will be focused on the partial action of $G$ on $C_{0}(X)$ induced by $\theta$ via (■.6), which we will henceforth denote by $\alpha$. More precisely

$$
\alpha=\left(\left\{C_{0}\left(D_{g}\right)\right\}_{g \in G},\left\{\alpha_{g}\right\}_{g \in G}\right)
$$

where each $\alpha_{g}$ is given by

$$
\alpha_{g}: f \in C_{0}\left(D_{g^{-1}}\right) \mapsto f \circ \theta_{g^{-1}} \in C_{0}\left(D_{g}\right)
$$

Above all, we are interested in the reduced crossed product

$$
C_{0}(X) \rtimes_{\mathrm{red}} G
$$

so, given $f$ in $C_{0}\left(D_{g}\right)$, we will always interpret the expression " $f \delta_{g}$ " as an element of the above crossed product algebra.

The following technical Lemma is the key tool in the proof of our main result below. It is intended to shut out certain elements in the grading subspaces $C_{0}\left(D_{g}\right) \delta_{g}$, with $g \neq 1$, by compressing them away with positive elements lying in the unit fiber algebra.

[^26]29.4. Lemma. Given
(a) $g \in G$, with $g \neq 1$,
(b) $f \in C_{0}\left(D_{g}\right)$,
(c) $x_{0} \in X \backslash F_{g}$, and
(d) $\varepsilon>0$,
there exists $h$ in $C_{0}(X)$ such that
(i) $h\left(x_{0}\right)=1$,
(ii) $0 \leq h \leq 1$, and
(iii) $\left\|\left(h \delta_{1}\right)\left(f \delta_{g}\right)\left(h \delta_{1}\right)\right\| \leq \varepsilon$.

Proof. We separate the proof in two cases, according to whether or not $x_{0}$ lies in $D_{g}$. If $x_{0}$ is not in $D_{g}$, let

$$
K=\left\{x \in D_{g}:|f(x)| \geq \varepsilon\right\} .
$$

Then $K$ is a compact subset of $D_{g}$ and, since $x_{0}$ is not in $K$, we may use Urysohn's Lemma obtaining a continuous, real valued function on $X$ such that

$$
0 \leq h \leq 1, \quad h\left(x_{0}\right)=1, \quad \text { and }\left.\quad h\right|_{K}=0 .
$$

By temporarily working in the one-point compactification of $X$, and replacing $K$ by $K \cup\{\infty\}$, we may also assume that $h$ vanishes at infinity, meaning that $h$ is in $C_{0}(X)$.

Since $f$ is bounded by $\varepsilon$ outside of $K$, it follows that $\|h f\| \leq \varepsilon$, from where (iii) easily follows, hence concluding the proof in the present case.

If $x_{0}$ is in $D_{g}$, then $\theta_{g^{-1}}\left(x_{0}\right)$ is defined and not equal to $x_{0}$. We may then take disjoint open sets $V_{1}$ and $V_{2}$ such that

$$
x_{0} \in V_{1}, \quad \text { and } \quad \theta_{g^{-1}}\left(x_{0}\right) \in V_{2}
$$

and we may clearly assume that $V_{1} \subseteq D_{g}$, and $V_{2} \subseteq D_{g^{-1}}$. We may further shrink $V_{1}$ by replacing it with

$$
V_{1}^{\prime}=V_{1} \cap \theta_{g}\left(V_{2}\right),
$$

(notice that $x_{0}$ is still in $V_{1}^{\prime}$ ), so that $\theta_{g^{-1}}\left(V_{1}^{\prime}\right) \subseteq V_{2}$, and then

$$
\begin{equation*}
\theta_{g^{-1}}\left(V_{1}^{\prime}\right) \cap V_{1}^{\prime}=\emptyset . \tag{29.4.1}
\end{equation*}
$$

Using Urysohn's Lemma again, pick $h$ in $C_{0}(X)$ such that

$$
0 \leq h \leq 1, h\left(x_{0}\right)=1, \quad \text { and }\left.\quad h\right|_{X \backslash V_{1}^{\prime}}=0
$$

We then have

$$
\left(h \delta_{1}\right)\left(f \delta_{g}\right)\left(h \delta_{1}\right)=\alpha_{g}\left(\alpha_{g^{-1}}(h f) h\right) \delta_{g}=0
$$

because $\alpha_{g^{-1}}(h f)$ is supported $\theta_{g^{-1}}\left(V_{1}^{\prime}\right)$, while $h$ is supported in $V_{1}^{\prime}$, and these are disjoint sets by (ㄴ..4. Cl ). This verifies (iii) in the final case, and the proof is thus concluded.

The following result, together with its consequences to be presented below, is gist of this chapter:
29.5. Theorem. Let $\theta$ be a topologically free partial action of a group $G$ on a locally compact Hausdorff space $X$. Then any nonzero closed two-sided ideal

$$
J \unlhd C_{0}(X) \rtimes_{\mathrm{red}} G
$$

has a nonzero intersection with $C_{0}(X)$.
Proof. We should notice that the last occurrence of $C_{0}(X)$, above, stands for its copy $C_{0}(X) \delta_{1}$ within $C_{0}(X) \rtimes_{\text {red }} G$.

Denoting the conditional expectation provided by ( $\mathbb{\square} .8)$ by

$$
E_{1}: C_{0}(X) \rtimes_{\mathrm{red}} G \rightarrow C_{0}(X)
$$

we claim that, for every $z$ in $C_{0}(X) \rtimes_{\text {red }} G$, and for every $\varepsilon>0$, there exists $h \in C_{0}(X)$, such that
(i) $0 \leq h \leq 1$,
(ii) $\left\|h E_{1}(z) h\right\| \geq\left\|E_{1}(z)\right\|-\varepsilon$, and
(iii) $\left\|\left(h \delta_{1}\right) z\left(h \delta_{1}\right)-h E_{1}(z) h \delta_{1}\right\| \leq \varepsilon$.

Assume first that $z$ is a linear combination of the form

$$
\begin{equation*}
z=z_{1} \delta_{1}+\sum_{g \in T} z_{g} \delta_{g} \tag{29.5.1}
\end{equation*}
$$

where $T$ is a finite subset of $G$, with $1 \notin T$, in which case $E_{1}(z)=z_{1}$. Let

$$
V=\left\{x \in X:\left|z_{1}(x)\right|>\left\|z_{1}\right\|-\varepsilon\right\}
$$

which is clearly open and nonempty. By the topological freeness hypothesis and by ( 2.2 ), each $F_{g}$ is nowhere dense in $X$. Furthermore, by ( 2.3 .3 ) one has that $\bigcup_{g \in T} F_{g}$ is likewise nowhere dense, hence there exists some

$$
x_{0} \in V \backslash\left(\bigcup_{g \in T} F_{g}\right)
$$

For each $g$ in $T$ we may then apply (2..4), obtaining an $h_{g}$ in $C_{0}(X)$ satisfying

$$
h_{g}\left(x_{0}\right)=1, \quad 0 \leq h_{g} \leq 1, \quad \text { and } \quad\left\|\left(h_{g} \delta_{1}\right)\left(z_{g} \delta_{g}\right)\left(h_{g} \delta_{1}\right)\right\| \leq \frac{\varepsilon}{|T|}
$$

Here we are tacitly assuming that $|T|>0$, and we leave it for the reader to treat the trivial case in which $|T|=0$.

We will now show that $h:=\prod_{g \in T} h_{g}$, satisfies conditions (i-iii), above. Noticing that (i) is immediate, we prove (ii) by observing that $x_{0}$ is in $V$, so

$$
\left\|h E_{1}(z) h\right\|=\left\|h z_{1} h\right\| \geq\left|z_{1}\left(x_{0}\right)\right|>\left\|z_{1}\right\|-\varepsilon=\left\|E_{1}(z)\right\|-\varepsilon
$$

As for (iii), we have

$$
\begin{gathered}
\left\|\left(h \delta_{1}\right) z\left(h \delta_{1}\right)-h E_{1}(z) h \delta_{1}\right\|=\left\|\left(h \delta_{1}\right)\left(z-E_{1}(z) \delta_{1}\right)\left(h \delta_{1}\right)\right\|= \\
=\left\|\sum_{g \in T}\left(h \delta_{1}\right)\left(z_{g} \delta_{g}\right)\left(h \delta_{1}\right)\right\| \leq \sum_{g \in T}\left\|\left(h \delta_{1}\right)\left(z_{g} \delta_{g}\right)\left(h \delta_{1}\right)\right\| \leq \\
\leq \sum_{g \in T}\left\|\left(h_{g} \delta_{1}\right)\left(z_{g} \delta_{g}\right)\left(h_{g} \delta_{1}\right)\right\| \leq \varepsilon .
\end{gathered}
$$

This proves (i-iii) under special case ( 2.5 .5 ), but since the elements of that form are dense in $C_{0}(X) \rtimes_{\text {red }} G$, a standard approximation argument gives the general case.

The claim verified, let us now address the statement. Arguing by contradiction we suppose that $J$ is a nonzero ideal such that

$$
J \cap C_{0}(X)=\{0\} .
$$

Pick a nonzero element $y$ in $J$, and let $z=y^{*} y$. Using the claim, for each positive $\varepsilon$ we choose $h$ in $C_{0}(X)$, satisfying (i-iii) above. Let

$$
q: C_{0}(X) \rtimes_{\mathrm{red}} G \rightarrow \frac{C_{0}(X) \rtimes_{\mathrm{red}} G}{J}
$$

be the quotient map. Since $z$ lies in $J$, we have that

$$
q\left(\left(h \delta_{1}\right) z\left(h \delta_{1}\right)\right)=0
$$

whence

$$
\begin{gathered}
\left\|q\left(h E_{1}(z) h \delta_{1}\right)\right\|=\left\|q\left(\left(h \delta_{1}\right) z\left(h \delta_{1}\right)-h E_{1}(z) h \delta_{1}\right)\right\| \leq \\
\leq\left\|\left(h \delta_{1}\right) z\left(h \delta_{1}\right)-h E_{1}(z) h \delta_{1}\right\| \stackrel{(\text { (iii) }}{\leq} \varepsilon .
\end{gathered}
$$

Since $J \cap C_{0}(X)=\{0\}$, we deduce that $q$ is injective, hence isometric, on $C_{0}(X)$. So

$$
\varepsilon \geq\left\|h E_{1}(z) h\right\| \stackrel{(\mathrm{ii)}}{\geq}\left\|E_{1}(z)\right\|-\varepsilon
$$

from where we see that $\left\|E_{1}(z)\right\| \leq 2 \varepsilon$, and since $\varepsilon$ is arbitrary, we have

$$
0=E_{1}(z)=E_{1}\left(y^{*} y\right)
$$

It then results from $(\mathbb{\square}[3)$ that $y=0$, a contradiction. This concludes the proof.

A useful consequence to the representation theory of reduced crossed products is as follows:
29.6. Corollary. Let $\theta$ be a topologically free partial action of a group $G$ on a locally compact Hausdorff space $X$. Then a *-representation of $C_{0}(X) \rtimes_{\text {red }} G$ is faithful if and only if it is faithful on $C_{0}(X)$.

Proof. Apply (2.5) to the kernel of the given representation.
29.7. Definition. We will say that $\theta$ is a minimal partial action if there are no $\theta$-invariant closed subsets of $X$, other than $X$ and the empty set.

The complement of an invariant set is invariant too, so minimality is equivalent to the absence of nontrivial open invariant subsets.
29.8. Corollary. If, in addition to the conditions of (2.5), $\theta$ is minimal, then $C_{0}(X) \rtimes_{\text {red }} G$ is a simple ${ }^{36} C^{*}$-algebra.

Proof. Let $J$ be a nonzero, closed two-sided ideal of $C_{0}(X) \rtimes_{\text {red }} G$. Employing (20.5), we have that

$$
\begin{equation*}
K:=J \cap C_{0}(X) \neq\{0\} \tag{29.8.1}
\end{equation*}
$$

Since $K$ is an ideal in $C_{0}(X)$, there is an open subset $U \subseteq X$, such that $K=C_{0}(U)$. Using ( L . C ) we have that $K$ is $\alpha$-invariant, and it is easy to see that this implies $U$ to be $\theta$-invariant. By minimality of $\theta$, one has that either $U=\emptyset$, or $U=X$, but under the first case we would have $K=\{0\}$, contradicting (2. $C_{0}(X) \subseteq J$.

By ( $\mathbb{1 6 . 2 7 )}$ ), which is stated for the full cross-sectional algebra, but which evidently also holds for the reduced one, we have that $C_{0}(X)$ (the unit fiber algebra in the semi-direct product bundle) generates $C_{0}(X) \rtimes_{\text {red }} G$, as an ideal, whence $J=C_{0}(X) \rtimes_{\text {red }} G$, and the proof is concluded.

The upshot of this result is that when only two $\theta$-invariant open subsets exist in $X$, namely $\emptyset$ and the whole space, then only two closed two-sided ideals exist in $C_{0}(X) \rtimes_{\text {red }} G$, namely $\{0\}$ and the whole algebra.

This raises the question as to whether a correspondence may still be found between invariant open subsets and closed two-sided ideals, in case these exist in greater numbers. In order to find such a correspondence we need a bit more than topological freeness.
29.9. Theorem. Let $\theta$ be a topological partial action of a group $G$ on a locally compact Hausdorff space $X$, such that either:
(i) $G$ is an exact group, or
(ii) the semi-direct product bundle associated to $\theta$ satisfies the approximation property.

In addition we suppose that $\theta$, as well as the restriction of $\theta$ to any closed $\theta$-invariant subset of $X$, is topologically free. Then there is a one-to-one

[^27]correspondence between $\theta$-invariant open subsets $U \subseteq X$, and closed twosided ideals in $C_{0}(X) \rtimes_{\text {red }} G$, given by
$$
U \mapsto C_{0}(U) \rtimes_{\text {red }} G .
$$

Proof. Given a $\theta$-invariant open subset $U \subseteq X$, it is easy to see that $C_{0}(U)$ is an $\alpha$-invariant ideal in $C_{0}(X)$. By ( 22.0$)$ ), one then has that $C_{0}(U) \rtimes_{\text {red }} G$ is an ideal in $C_{0}(X) \rtimes_{\text {red }} G$.

By first checking on elements of the algebraic crossed product, it is easy to see that the conditional expectation $E_{1}$ of ( $\mathbb{\boxed { T } . 8 ) \text { satisfies }}$

$$
E_{1}\left(C_{0}(U) \rtimes_{\mathrm{red}} G\right)=C_{0}(U) \delta_{1}
$$

From this it follows that our correspondence is injective, and we are then left with the task of proving that any ideal

$$
J \unlhd C_{0}(X) \rtimes_{\mathrm{red}} G
$$

is of the above form. Given $J$, let $U \subseteq X$ be the unique open subset of $X$ such that

$$
J \cap C_{0}(X)=C_{0}(U)
$$

By ( $\mathrm{ES} . \mathrm{Cl}$ ) we have that $C_{0}(U)$ is $\alpha$-invariant, whence $U$ is $\theta$-invariant and hence so is

$$
F:=X \backslash U .
$$

It is a well known fact that the map

$$
q:\left.f \in C_{0}(X) \mapsto f\right|_{F} \in C_{0}(F)
$$

passes to the quotient modulo $C_{0}(U)$, leading up to a ${ }^{*}$-isomorphism

$$
C_{0}(X) / C_{0}(U) \simeq C_{0}(F)
$$

Observe that $C_{0}(X) / C_{0}(U)$ carries a quotient partial action of $G$ as proved in ( ELD ), while the restriction of $\theta$ to $F$ induces a partial action of $G$ on $C_{0}(F)$, via ([.]). The isomorphism mentioned above may then be easily shown to be $G$ equivariant. So, employing (ㅈN) we get the following exact sequence of $\mathrm{C}^{*}$-algebras and ${ }^{*}$-homomorphisms

$$
0 \rightarrow C_{0}(U) \rtimes_{\text {red }} G \xrightarrow{t_{\text {red }}} C_{0}(X) \rtimes_{\text {red }} G \xrightarrow{q_{\text {red }}} C_{0}(F) \rtimes_{\text {red }} G \rightarrow 0 .
$$

By ( $\mathbb{6 . 2 7}$ ) notice that $C_{0}(U) \rtimes_{\text {red }} G$ coincides with the ideal generated by $C_{0}(U)$ within $C_{0}(X) \rtimes_{\text {red }} G$. Since $C_{0}(U) \subseteq J$, we then deduce that

$$
\begin{equation*}
C_{0}(U) \rtimes_{\mathrm{red}} G \subseteq J \tag{29.9.1}
\end{equation*}
$$

We next claim that

$$
\begin{equation*}
q_{\mathrm{red}}(J) \cap C_{0}(F)=\{0\} . \tag{29.9.2}
\end{equation*}
$$

In order to see this，let $z$ be in $q_{\text {red }}(J) \cap C_{0}(F)$ ，and choose $y$ in $J$ such that $q_{\text {red }}(y)=z$ ．Since $C_{0}(F)=q_{\text {red }}\left(C_{0}(X)\right)$ ，we may also choose $f$ in $C_{0}(X)$ such that $q_{\text {red }}(f)=z$ ．Therefore $q_{\text {red }}(f-y)=0$ ，hence we see that

$$
f-y \in \operatorname{Ker}\left(q_{\mathrm{red}}\right)=C_{0}(U) \rtimes_{\mathrm{red}} G \subseteq J,
$$

from where it follows that

$$
f \in J \cap C_{0}(X)=C_{0}(U),
$$

so

$$
0=q_{\mathrm{red}}(f)=z
$$

This proves（29．2．2），and since the restriction of $\theta$ to $F$ is topologically free by hypothesis，we may use（ $\left.5 . . \mathbb{D}^{2}\right)$ to deduce that $q_{\mathrm{red}}(J)=\{0\}$ ，which is to say that

$$
J \subseteq \operatorname{Ker}\left(q_{\text {red }}\right)=C_{0}(U) \rtimes_{\text {red }} G
$$

so the inclusion in（ $\mathrm{DG.⿹丁口⿹丁口⿻}$ proof．

As a consequence we have：
29．10．Corollary．Under the hypotheses of Theorem（W．．4），every ideal of $C_{0}(X) \rtimes_{\text {red }} G$ is induced，and hence also a Fourier ideal．

Proof．In view of（29．प）it is enough to prove that the ideal

$$
J=C_{0}(U) \rtimes_{\mathrm{red}} G
$$

is induced for every $\theta$－invariant open subset $U \subseteq X$ ．Given any such $U$ ，we need to prove that $J$ is generated by $J \cap C_{0}(X) \delta_{1}$ ．However，since it is clear that

$$
C_{0}(U) \delta_{1} \subseteq J \cap C_{0}(X) \delta_{1}
$$

we deduce that

$$
J=C_{0}(U) \rtimes_{\text {red }} G \stackrel{(\square)}{=}\left\langle C_{0}(U) \delta_{1}\right\rangle \subseteq\left\langle J \cap C_{0}(X) \delta_{1}\right\rangle \subseteq J,
$$

so $J$ is indeed an induced ideal．By（ 5.0 d$)$ we then also have that $J$ is a Fourier ideal．

Notes and remarks．Theorem（29．⿹）first appeared in［ $[\mathbb{Z}$ ，Theorem 2．6］．It is a direct generalization of［［ $[3$, ，Theorem 4．1］for partial actions．See also［6．］， Theorem 4．4］．

A groupoid version of Theorem（ F T ）is stated in［［ G ，Proposition 4．5］， although there is a missing hypothesis in it，without which one might have the bad behavior discussed in［ $[.5$, Remark 4．10］．The correct statement applies for amenable groupoids and is to be found in［ $4 . ⿹ 勹 巳$, ，Corollary 4．9］．

Since a notion of exact groupoid does not seem to exist，Theorem（ 29.0 ） under hypothesis（i）does not appear to have a groupoid counterpart．

Many authors have studied results similar to the ones we proved above for global actions of discrete groups on non－abelian C＊－algebras．See，for example，［［4］，［［3］and［『］．

## PART III <br> APPLICATIONS

## 30. DILATING PARTIAL REPRESENTATIONS

With this chapter we start a series of applications of the theory developed so far.

Recall from (4.5) that if $v$ is a unitary group representation of $G$, and if $p$ is a self-adjoint idempotent such that $v_{g} p v_{g^{-1}}$ commutes with $p$, for every $g$ in $G$, then

$$
u_{g}:=p v_{g} p, \quad \forall g \in G
$$

defines a partial representation of $G$.
One may think of $u$ as a restriction of $v$, a process akin to restricting a partial action to a not necessarily invariant subset. In this chapter we will study a situation in which one may revert this process, proving that partial representations of a group on a Hilbert space may always be obtained from unitary representations via the above process.
30.1. Definition. In the context of ( 0.5 ), we will say that $u$ is the restriction of $v$ and, conversely, that $v$ is a dilation of $u$.

In order to prepare for the proof of our main dilation result, we will now prove a related dilation Lemma, applicable to *-representations of C*algebras.
30.2. Lemma. Let $B$ be a $C^{*}$-algebra and $A$ be a closed ${ }^{*}$-subalgebra of $B$. Given a *-representation $\pi$ of $A$ on a Hilbert space $H$, there exists a representation $\tilde{\pi}$ of $B$ on another Hilbert space $\tilde{H}$, and a (not necessarily surjective) isometric linear operator $j: H \rightarrow \tilde{H}$, such that

$$
j \pi(a)=\tilde{\pi}(a) j, \quad \forall a \in A .
$$

Proof. By splitting $\pi$ in the direct sum of cyclic representations (perhaps including an identically zero sub-representation), we may assume, without loss of generality, that $\pi$ is cyclic. So, let $\xi$ be a cyclic vector for $\pi$. Defining

$$
\varphi(a)=\langle\pi(a) \xi, \xi\rangle, \quad \forall a \in A,
$$

we get a positive linear functional on $A$. Let $\tilde{\varphi}$ be a positive linear functional on $B$ extending $\varphi[\boxed{[ }$, Proposition 3.1.6], and let $\tilde{\pi}$ be the GNS representation of $B$ associated to $\tilde{\varphi}$, acting on a Hilbert space $\tilde{H}$, with cyclic vector $\tilde{\xi}$.

We then claim that there exists an isometric linear operator $j: H \rightarrow \tilde{H}$, such that

$$
j(\pi(a) \xi)=\tilde{\pi}(a) \tilde{\xi}, \quad \forall a \in A .
$$

To see this, first define $j$ on the dense subspace $\pi(A) \xi \subseteq H$ by the above formula. This is well defined and isometric because for every $a$ in $A$, we have

$$
\begin{aligned}
\|\tilde{\pi}(a) \tilde{\xi}\|^{2} & =\langle\tilde{\pi}(a) \tilde{\xi}, \tilde{\pi}(a) \tilde{\xi}\rangle=\left\langle\tilde{\pi}\left(a^{*} a\right) \tilde{\xi}, \tilde{\xi}\right\rangle=\tilde{\varphi}\left(a^{*} a\right)= \\
& =\varphi\left(a^{*} a\right)=\left\langle\pi\left(a^{*} a\right) \xi, \xi\right\rangle=\|\pi(a) \xi\|^{2} .
\end{aligned}
$$

Extending $j$ by continuity to the whole of $H$, we clearly obtain the claimed operator. So, in order to conclude the proof, it is enough to verify the identity in the statement.

It $\eta$ is a vector in $H$ of the form $\eta=\pi(c) \xi$, with $c$ in $A$, then, for every $a$ in $A$ we have

$$
\begin{gathered}
j(\pi(a) \eta)=j(\pi(a) \pi(c) \xi)=j(\pi(a c) \xi)=\tilde{\pi}(a c) \tilde{\xi}= \\
=\tilde{\pi}(a) \tilde{\pi}(c) \tilde{\xi}=\tilde{\pi}(a) j(\pi(c) \xi)=\tilde{\pi}(a) j(\eta)
\end{gathered}
$$

Since the set of $\eta$ 's considered above is dense in $H$, the proof is concluded.

We should notice that, in the context of the above result, the range of $j$ is easily seen to be invariant under $\tilde{\pi}(A)$. So the projection onto the range of $j$, namely $j j^{*}$, commutes with $\tilde{\pi}(A)$. Consequently, if we let $\rho$ be the restriction of $\tilde{\pi}$ to $A$, then the sub-representation of $\rho$ determined by the range of $j$ is clearly equivalent to $\pi$, the equivalence being implemented by $j$. Another useful remark is that, since $j$ is an isometry, we have that $j^{*} j$ coincides with the identity on $H$, so

$$
j^{*} \tilde{\pi}(a) j=j^{*} j \pi(a)=\pi(a),
$$

for every $a$ in $A$.
We may now prove our main result on dilation of partial representations.
30.3. Theorem. Let $u$ be a partial representation of a group $G$ on a Hilbert space $H$. Then there exists a unitary group representation $\tilde{u}$ of $G$ on a Hilbert space $\tilde{H}$, and an isometric linear operator $j: H \rightarrow \tilde{H}$, such that

$$
u_{g}=j^{*} \tilde{u}_{g} j, \quad \forall g \in G
$$

In addition, is $p$ denotes the projection of $\tilde{H}$ onto the range of $j$, namely $p=j j^{*}$, then $p$ commutes with $\tilde{u}_{g^{-1}} p \tilde{u}_{g}$ for every $g$ in $G$.

Proof．We should first observe that，if we identify $H$ with its image via $j$ ， hence thinking of $j$ as the inclusion map，then，in line with（ 0 ），the formula displayed in the statement becomes

$$
u_{g}=p \tilde{u}_{g} p .
$$

However，in this proof we will not enforce the identification of $H$ as a subspace of $\tilde{H}$ ．
 （ such that

$$
\pi\left(w_{g}\right)=u_{g}, \quad \forall g \in G
$$

where the $w_{g}$ denote the canonical generators of $C_{\text {par }}^{*}(G)$（please notice that these are denoted by $u_{g}$ in（［4．4））．In particular

$$
\pi(1)=\pi\left(w_{1}\right)=u_{1}=1,
$$

so $\pi$ is a non－degenerate representation．
Recall from（ $\mathbb{4 - 1 8 )}$ ）that $C_{\mathrm{par}}^{*}(G)$ is isomorphic to the crossed product algebra relative to the partial Bernoulli action $\beta$ of $G$ on $\Omega_{1}$ ．By definition， this is the restriction of the global Bernoulli action $\eta$ ，introduced in（ـ⿴囗⿰丨丨丁口）， to $\Omega_{1}$ ．So we conclude from（ $\mathbb{2 L 4}$ ）that the canonical mapping

$$
\iota: C_{\mathrm{par}}^{*}(G)=C\left(\Omega_{1}\right) \rtimes G \longrightarrow C\left(\{0,1\}^{G}\right) \rtimes G
$$

is injective，hence we may view $C_{\mathrm{par}}^{*}(G)$ as a subalgebra of $C\left(\{0,1\}^{G}\right) \rtimes G$ ．
Notice that $\Omega_{1}$ is a clopen subset of $\{0,1\}^{G}$ ，whence the characteristic function of the former，which we denote by $1_{\Omega_{1}}$ ，lies in $C\left(\{0,1\}^{G}\right)$ ．
 be proved in the sequel，will be useful：

$$
\begin{equation*}
\iota\left(1_{g} \delta_{g}\right)=1_{\Omega_{1}} \tilde{\delta}_{g} 1_{\Omega_{1}} \tag{30.3.1}
\end{equation*}
$$

where $\tilde{\delta}_{g}$ denoted the canonical unitary element of $C\left(\{0,1\}^{G}\right) \rtimes G$ implement－ ing the global Bernoulli action．To see this we compute

$$
1_{\Omega_{1}} \tilde{\delta}_{g} 1_{\Omega_{1}}=1_{\Omega_{1}} 1_{\eta_{g}\left(\Omega_{1}\right)} \tilde{\delta}_{g}=1_{\Omega_{1} \cap \eta_{g}\left(\Omega_{1}\right)} \tilde{\delta}_{g} \stackrel{\Omega}{=} 1_{g} \tilde{\delta}_{g}=\iota\left(1_{g} \delta_{g}\right),
$$

proving（30．3．7）．
We next choose a representation $\tilde{\pi}$ of $C\left(\{0,1\}^{G}\right) \rtimes G$ on a Hilbert space $\tilde{H}$ ，and an isometric linear operator $j: H \rightarrow \tilde{H}$ ，satisfying the condi－ tions in（ BCD ）relative to $\pi$ ．In particular，the formula

$$
\tilde{u}_{g}=\tilde{\pi}\left(\tilde{\delta}_{g}\right), \quad \forall g \in G,
$$

defines a unitary representation $\tilde{u}$ of $G$ on $\tilde{H}$, which we will prove to satisfy all of the conditions in the statement.

As a first step, insisting on the fact that $w_{g}$ identifies with $1_{g} \delta_{g}$ by ( 4.8 .8$)$, we have

$$
\begin{align*}
& \left.u_{g}=\pi\left(w_{g}\right)=\pi\left(1_{g} \delta_{g}\right)=j^{*} \tilde{\pi}\left(\iota\left(1_{g} \tilde{\delta}_{g}\right)\right) j \stackrel{(\text { (10, })}{=}\right) \\
& =j^{*} \tilde{\pi}\left(1_{\Omega_{1}} \tilde{\delta}_{g} 1_{\Omega_{1}}\right) j=j^{*} \tilde{\pi}\left(1_{\Omega_{1}}\right) \tilde{u}_{g} \tilde{\pi}\left(1_{\Omega_{1}}\right) j=\ldots \tag{30.3.2}
\end{align*}
$$

We would now like to get rid of the two occurrences of term $\tilde{\pi}\left(1_{\Omega_{1}}\right)$ above, and to justify this we observe that
since $\pi$ is a non-degenerate representation and $1_{\Omega_{1}}$ represents the unit of $C\left(\Omega_{1}\right) \rtimes G$. Using this, and the identity obtained by taking stars on both sides, we deduce from (30.3.2) that

$$
u_{g}=j^{*} \tilde{u}_{g} j
$$

In order to prove the last sentence in the statement, we compute

$$
\begin{gathered}
\tilde{u}_{g^{-1}} p \tilde{u}_{g} p=\tilde{u}_{g^{-1}} j j^{*} \tilde{u}_{g} j j^{*}=\tilde{u}_{g^{-1}} j u_{g} j^{*}=\tilde{u}_{g^{-1}} j \pi\left(1_{g} \delta_{g}\right) j^{*} \stackrel{(\text { (1007) }}{=} \\
=\tilde{u}_{g^{-1}} \tilde{\pi}\left(\iota\left(1_{g} \delta_{g}\right)\right) j j^{*}=\tilde{\pi}\left(\tilde{\delta}_{g^{-1}} 1_{g} \tilde{\delta}_{g}\right) j j^{*}=\tilde{\pi}\left(1_{g^{-1}}\right) j j^{*}=j \pi\left(1_{g^{-1}}\right) j^{*} .
\end{gathered}
$$

This shows that the element with which we started the above computation is self-adjoint, so

$$
\tilde{u}_{g^{-1}} p \tilde{u}_{g} p=\left(\tilde{u}_{g^{-1}} p \tilde{u}_{g} p\right)^{*}=p \tilde{u}_{g^{-1}} p \tilde{u}_{g}
$$

proving the desired commutativity.

Notes and remarks. We believe that Lemma (BN.Z) is well known among specialists, but we have not been able to find a reference for it in the literature. Theorem ( 50.3$]$ ) was first proved in [ $\square$, Proposition 3.3] for the case of amenable groups.

## 31. SEMIGROUPS OF ISOMETRIES

The Toeplitz algebra, namely the $\mathrm{C}^{*}$-algebra generated by a non-unitary isometry [ [2]], is among the most historically significant examples of $\mathrm{C}^{*}$ algebras. After Coburn's pioneering example, many authors have studied $\mathrm{C}^{*}$-algebras generated by sets of isometries, sometimes also including partial isometries. In many such examples, the generating isometries are parametrized by a semigroup. The present chapter is therefore dedicated to studying semigroups of isometries and their relationship to partial group representations.

Recall that the term semigroup in Mathematics always refers to a set $P$, equipped with an associative operation (often denoted multiplicatively).
31.1. Definition. Let $A$ be a unital $\mathrm{C}^{*}$-algebra. A semigroup of isometries in $A$, based on a semigroup $P$, is a map $v: P \rightarrow A$, such that
(i) $v_{p}^{*} v_{p}=1$,
(ii) $v_{p} v_{q}=v_{p q}$,
for every $p, q \in P$.
Notice that if $P$ has a unit, say 1 , then

$$
\begin{equation*}
v_{1}=v_{1}^{*} v_{1} v_{1}=v_{1}^{*} v_{1}=1, \tag{31.2}
\end{equation*}
$$

so $v$ must necessarily send 1 to 1 .
31.3. A simple example of a semigroup of isometries is obtained by taking any isometric linear operator $S$ on a Hilbert space $H$, and defining

$$
v: n \in \mathbb{N} \mapsto S^{n} \in \mathscr{L}(H) .
$$

31.4. To describe an example based on the semigroup $\mathbb{N} \times \mathbb{N}$, let us fix two isometric linear operator $S$ and $T$ on the same Hilbert space $H$, and let us assume that $S$ and $T$ commute. Then, defining

$$
v:(n, m) \in \mathbb{N} \times \mathbb{N} \mapsto S^{n} T^{m} \in \mathscr{L}(H)
$$

we again get a semigroup of isometries on $H$.
31.5. Definition. A semigroup $P$ is said to be left-cancellative provided

$$
p m=p n \quad \Rightarrow \quad m=n,
$$

for every $m, n$ and $p$ in $P$.
Given a left-cancellative semigroup $P$, there is a somewhat canonical example of semigroup of isometries which we would now like to present. Consider the Hilbert space $\ell^{2}(P)$, with its usual orthonormal basis $\left\{e_{n}\right\}_{n \in P}$.

For each $p$ in $P$, consider the bounded linear operator $\lambda_{p}$ on $\ell^{2}(P)$, specified by

$$
\lambda_{p}\left(e_{n}\right)=e_{p n}, \quad \forall n \in P .
$$

Notice that $\lambda_{p}$ is an isometric operator ${ }^{37}$ because the map $n \mapsto p n$ is injective as a consequence of $P$ being left-cancellative. It is now easy to check that $\lambda$ is a semigroup of isometries in $\mathscr{L}\left(\ell^{2}(P)\right)$.
31.6. Definition. We shall refer to the above $\lambda$ as the regular semigroup of isometries of $P$.

If $P$ is left-cancellative, observe that $\lambda_{p} \lambda_{p}^{*}$ is the orthogonal projection onto

$$
\begin{equation*}
\lambda_{p}\left(\ell^{2}(P)\right)=\overline{\operatorname{span}}\left\{e_{p n}: n \in P\right\} . \tag{31.7}
\end{equation*}
$$

In particular it is easy to see that $\lambda_{p} \lambda_{p}^{*}$ commutes with $\lambda_{q} \lambda_{q}^{*}$, for every $p$ and $q$ in $P$.

The commutativity of range projections is not always granted, even for the case of the commutative semigroup $\mathbb{N} \times \mathbb{N}$, as the following example shows. Let $\varphi$ be a continuous, complex valued function on the closed unit disk

$$
\mathbb{D}:=\{z \in \mathbb{C}:|z| \leq 1\},
$$

which is holomorphic on the interior of $\mathbb{D}$. Suppose also that $\varphi$ is unimodular, in the sense that $|\varphi(z)|=1$, for every

$$
z \in \mathbb{T}:=\{z \in \mathbb{C}:|z|=1\}
$$

It is then easy to see that the operator

$$
U_{\varphi}: \xi \in L^{2}(\mathbb{T}) \mapsto \varphi \xi \in L^{2}(\mathbb{T})
$$

( $\varphi \xi$ referring to pointwise product) is unitary.

[^28]Denoting by $H^{2}$ the Hardy space ${ }^{38}$ of Classical Harmonic Analysis, one may prove that $U_{\varphi}\left(H^{2}\right) \subseteq H^{2}$ (this is where we need $\varphi$ to be holomorphic on the interior of the disk), so the restriction of $U_{\varphi}$ to $H^{2}$, henceforth denoted

$$
T_{\varphi}: H^{2} \rightarrow H^{2},
$$

is an isometry. This is often referred to in the literature as the Toeplitz operator with symbol $\varphi$.

Denoting by $P$ the Hardy projection, namely the orthogonal projection from $L^{2}(\mathbb{T})$ to $H^{2}$, the invariance of $H^{2}$ under $U_{\varphi}$ may be expressed by the formula

$$
P U_{\varphi} P=U_{\varphi} P
$$

and the Toeplitz operator may be alternatively defined by

$$
T_{\varphi}=P U_{\varphi} P .
$$

A useful consequence of this description is the following formula for the adjoint of $T_{\varphi}$ :

$$
\begin{equation*}
T_{\varphi}^{*}=P U_{\varphi}^{*} P=P U_{\bar{\varphi}} P \tag{31.8}
\end{equation*}
$$

Given two unimodular holomorphic functions $\varphi$ and $\psi$, as above, it is easy to see that $T_{\varphi}$ and $T_{\psi}$ commute. So, in the context of (BL. $\mathbb{C}$ ), we get the semigroup of isometries

$$
\begin{equation*}
v:(n, m) \in \mathbb{N} \times \mathbb{N} \mapsto T_{\varphi}^{n} T_{\psi}^{m} \in \mathscr{L}\left(H^{2}\right) \tag{31.9}
\end{equation*}
$$

In order to present our intended example illustrating that the range projections need not commute, let us fix the following two unimodular holomorphic functions on the unit disk:

$$
\varphi(z)=z, \quad \text { and } \quad \psi(z)=\frac{z-a}{1-\bar{a} z}, \quad \forall z \in \mathbb{T}
$$

where $a$ is a fixed complex number with $|a|<1$.
Incidentally, $\psi$ is usually called a Blaschke factor, and it is an easy exercise to prove that it is indeed a unimodular holomorphic function on the unit disk (the denominator vanishes only for $z=1 / \bar{a}$, which lies outside the disk).

Our next goal is to analyze the commutativity of the range projections

$$
Q^{\prime}:=v_{(1,0)} v_{(1,0)}^{*}, \quad \text { and } \quad Q^{\prime \prime}:=v_{(0,1)} v_{(0,1)}^{*} .
$$

[^29]Upon identifying the Hardy space with $\ell^{2}(\mathbb{N})$, according to the usual orthonormal basis $\left\{e_{n}\right\}_{n \in \mathbb{N}}$ of $H^{2}$ given by

$$
e_{n}(z)=z^{n}, \quad \forall z \in \mathbb{N},
$$

we have that $v_{(1,0)}$, also known as $T_{\varphi}$, becomes the unilateral shift, in the sense that

$$
T_{\varphi}\left(e_{n}\right)=e_{n+1}, \quad \forall n \in \mathbb{N} .
$$

The range projection

$$
Q^{\prime}=T_{\varphi} T_{\varphi}^{*},
$$

is then the orthogonal projection onto the subspace of $H^{2}$ spanned by the $e_{n}$, with $n \in \mathbb{N} \backslash\{0\}$ and, in particular, we have that

$$
\begin{equation*}
Q^{\prime}\left(e_{0}\right)=0 . \tag{31.10}
\end{equation*}
$$

Assuming that $Q^{\prime}$ and $Q^{\prime \prime}$ commute, we have for all $j>0$ that

$$
\begin{aligned}
\left\langle T_{\psi} T_{\psi}^{*}\left(e_{0}\right), e_{j}\right\rangle & =\left\langle Q^{\prime \prime}\left(e_{0}\right), Q^{\prime}\left(e_{j}\right)\right\rangle=\left\langle Q^{\prime} Q^{\prime \prime}\left(e_{0}\right), e_{j}\right\rangle= \\
& =\left\langle Q^{\prime \prime} Q^{\prime}\left(e_{0}\right), e_{j}\right\rangle \stackrel{\text { (IN) }}{=} 0 .
\end{aligned}
$$

It follows that all but the zeroth coefficient of $T_{\psi} T_{\psi}^{*}\left(e_{0}\right)$ relative to the canonical basis vanish, so

$$
T_{\psi} T_{\psi}^{*}\left(e_{0}\right)=c e_{0},
$$

for some constant $c \in \mathbb{C}$. On the other hand

$$
T_{\psi} T_{\psi}^{*}\left(e_{0}\right) \stackrel{(\infty)}{=} P U_{\psi} P P U_{\bar{\psi}} P\left(e_{0}\right)=\psi P \bar{\psi}
$$

Notice that, since $\psi$ is holomorphic, its Taylor series around zero coincides with its Fourier expansion on the unit circle:

$$
\psi(z) \sim \sum_{n=0}^{\infty} \frac{\psi^{(n)}(0)}{n!} z^{n}=\sum_{n=0}^{\infty} \hat{\psi}(n) z^{n} .
$$

In particular all of the Fourier coefficients $\widehat{(\bar{\psi})}(n)$ vanish, for $n>0$, which implies that $P \bar{\psi}=\bar{\psi}(0) e_{0}$. Comparing the two expressions for $T_{\psi} T_{\psi}^{*}\left(e_{0}\right)$ obtained above we deduce that

$$
c e_{0}=T_{\psi} T_{\psi}^{*}\left(e_{0}\right)=\psi P \bar{\psi}=\psi \bar{\psi}(0) e_{0} .
$$

This equation entails two possibilities: in case $c \neq 0$, one has that $\psi$ is equal to the constant $c \bar{\psi}(0)^{-1}$, almost everywhere on $\mathbb{T}$, which is clearly not the case. The second possibility, namely that $c=0$, in turn implies that $\psi \bar{\psi}(0)=0$, whence $\psi(0)=0$. This proves the following:
31.11. Proposition. Let $\varphi$ and $\psi$ be given by

$$
\varphi(z)=z, \quad \text { and } \quad \psi(z)=\frac{z-a}{1-\bar{a} z}, \quad \forall z \in \mathbb{T},
$$

where $a$ is a fixed complex number with $|a|<1$. Then the corresponding Toeplitz operators $T_{\varphi}$ and $T_{\psi}$ are commuting isometric linear operators on Hardy's space. Moreover their range projections $T_{\varphi} T_{\varphi}^{*}$ and $T_{\psi} T_{\psi}^{*}$ commute if and only if $a=0$.
31.12. The above result allows for the construction of an example of the situation mentioned above: choosing $\psi$ to be any Blaschke factor with $a \neq 0$, the semigroup of isometries presented in ( BL ) will be such that the final projections of $v_{(1,0)}$ and $v_{(0,1)}$ do not commute.

This is in stark contrast with (0.8iv) , according to which the final projections of the partial isometries involved in a partial group representation always commute! We must therefore recognize that the theory of partial representations of groups is unsuitable for dealing with such badly behaved examples.

We will therefore restrict our attention to special cases of semigroup of isometries which can be effectively studied via the theory of partial representations.

If we are to find a partial representation of a group somewhere behind a semigroup of isometries, we'd better make sure there is a group around. So we will assume from now on that the semigroup $P$ is a sub-semigroup of a group $G$. If we are moreover given a semigroup of isometries

$$
v: P \rightarrow A,
$$

where $A$ is a unital $\mathrm{C}^{*}$-algebra, we will now discuss conditions under which one may extend $v$ to a partial representation of $G$.

Assume for a while that the problem has been solved, i.e., that a partial representation $u$ of $G$ in $A$ has been found such that $u_{n}=v_{n}$, for all $n$ in $P$. Since each $v_{n}$ is an isometry, it is clearly left-invertible. Therefore, from ([IT) it follows that, for all $m, n \in P$,

$$
\begin{equation*}
u_{m^{-1} n}=u_{m^{-1}} u_{n}=u_{m}^{*} u_{n}=v_{m}^{*} v_{n} . \tag{31.13}
\end{equation*}
$$

In other words, if $g \in P^{-1} P$, then $u_{g}$ may be recovered from $v$.
31.14. Definition. A sub-semigroup $P$ of a group $G$ is called an Ore subsemigroup ${ }^{39}$, provided it satisfies $G=P^{-1} P$.

[^30]31.15. Lemma. Let $G$ be a group and let $P$ be an Ore sub-semigroup of $G$. Also let $A$ be a unital $C^{*}$-algebra and $v: P \rightarrow A$ be a semigroup of isometries. Then, for every $m, n, p, q \in P$, one has that
$$
m^{-1} n=p^{-1} q \Rightarrow v_{m}^{*} v_{n}=v_{p}^{*} v_{q} .
$$

Proof. Given that $m^{-1} n=p^{-1} q$, we have that $p m^{-1}=q n^{-1}$. By hypothesis we may choose $r$ and $s$ in $G$, such that

$$
p m^{-1}=q n^{-1}=r^{-1} s
$$

Therefore $r p=s m$ and $r q=s n$, so

$$
v_{m}=v_{s}^{*} v_{s} v_{m}=v_{s}^{*} v_{s m}=v_{s}^{*} v_{r p}=v_{s}^{*} v_{r} v_{p},
$$

whence

$$
v_{m}^{*} v_{n}=v_{p}^{*} v_{r}^{*} v_{s} v_{n}=v_{p}^{*} v_{r}^{*} v_{s n}=v_{p}^{*} v_{r}^{*} v_{r q}=v_{p}^{*} v_{r}^{*} v_{r} v_{q}=v_{p}^{*} v_{q} .
$$

We thus see that the condition that $G=P^{-1} P$ gives a canonical way to extend a semigroup of isometries $v$ on $P$ to a map defined on $G$. Simply take any $g$ in $G$, decompose it as $g=m^{-1} n$, and define $u_{g}=v_{m}^{*} v_{n}$. By the above result, $u_{g}$ does not depend on the chosen decomposition of $g$.

As already mentioned, we are interested in extending $v$ to a partial representation of $G$, but it is by no means clear that the map $u$ thus described will be a partial representation. In particular, if the range projections $v_{n} v_{n}^{*}$ do not commute with each other, then ( 0.8 iv$)$ implies that $u$ cannot be a partial representation.
31.16. Theorem. Let $G$ be a group and let $P$ be an Ore sub-semigroup of $G$. Also let $A$ be a unital $C^{*}$-algebra and $v: P \rightarrow A$ be a semigroup of isometries. Then the following are equivalent:
(i) $v_{m} v_{m}^{*}$ commutes with $v_{n} v_{n}^{*}$, for all $n, m$ in $P$,
(ii) there exists a ${ }^{*}$-partial representation $u$ of $G$ in $A$ extending $v$.

In this case, the partial representation $u$ referred to in (ii) is unique.
Proof. The implication $(\mathrm{ii}) \Rightarrow$ (i) is an easy consequence of ( Q . iv ), so let us focus on the converse. Given $g$ in $G$, write $g=m^{-1} n$, with $m, n \in P$, and set $u_{g}=v_{m}^{*} v_{n}$. By ( we will next prove it to be a *-partial representation.

Upon replacing $P$ with $P \cup\{1\}$, we may assume that $1 \in P$, and as seen
 also elementary, so let us prove (LITill . Given $g, h \in G$, write

$$
g=m^{-1} n, \quad \text { and } \quad h=p^{-1} q,
$$

with $m, n, p, q \in P$. Using the hypothesis, pick $r$ and $s$ in $P$ such that

$$
n p^{-1}=r^{-1} s
$$

so $r n=s p$. Letting

$$
m^{\prime}=r m, \quad n^{\prime}=r n, \quad p^{\prime}=s p, \quad \text { and } \quad q^{\prime}=s q,
$$

notice that

$$
g=m^{\prime-1} n^{\prime}, \quad \text { and } \quad h=p^{\prime-1} q^{\prime},
$$

but now $n^{\prime}=p^{\prime}$. This says that, in our initial choice of $m, n, p$ and $q$, we could have taken $n=p$. With this extra assumption (and removing all diacritics) we then have that $g h=m^{-1} q$, and

$$
\begin{gathered}
u_{g} u_{h} u_{h^{-1}}=v_{m}^{*} v_{p} v_{p}^{*} v_{q} v_{q}^{*} v_{p}=v_{m}^{*} v_{q} v_{q}^{*} v_{p} v_{p}^{*} v_{p}= \\
=v_{m}^{*} v_{q} v_{q}^{*} v_{p}=u_{g h} u_{h^{-1}} .
\end{gathered}
$$

This proves (山四) and, as already noticed in ( hold.

The uniqueness of $u$ now follows immediately from ( $\mathbb{\square}$ ), as observed in ( BL Cl ).

Motivated by the result above, we will now study semigroups of isometries which are not necessarily based on Ore sub-semigroups, but which may be extended to a partial representation. So let us introduce the following terminology.
31.17. Definition. Let $G$ be a group and let $P$ be a sub-semigroup of $G$. Also let $A$ be a unital C*-algebra and $v: P \rightarrow A$ be a semigroup of isometries. We will say that $v$ is extendable, if there exists a ${ }^{*}$-partial representation $u$ of $G$, such that $u_{n}=v_{n}$, for every $n \in P$.

In the case of Ore semigroups, as we have seen in ([16), a necessary and sufficient condition for extendability is the commutativity of range projections. Also, in the general case it easy to see that this condition is still necessary but we have unfortunately not been able to determine an elegant set of sufficient conditions for extendability.

In fact the concept of extendability elicits many questions that we will not even attempt to answer. For example, it is not clear whether the extended partial representation is unique, even under the assumption that $G$ is generated by $P$.

An example of a non-extendable semigroup of isometries is clearly pre-


The following is a dilation result for extendable semigroups of isometries:
31.18. Theorem. Let $G$ be a group and let $P$ be a sub-semigroup of $G$. Also let

$$
v: P \rightarrow \mathscr{L}(H)
$$

be an extendable semigroup of isometries, where $H$ is a Hilbert space. Then there exists a Hilbert space $\tilde{H}$ containing $H$, and a unitary group representation $\tilde{u}$ of $G$ on $\tilde{H}$ such that, for every $n$ in $P$, one has that:
(i) $\tilde{u}_{n}(H) \subseteq H$,
(ii) $v_{n}$ coincides with the restriction of $\tilde{u}_{n}$ to $H$,
(iii) denoting by $p$ the orthogonal projection from $\tilde{H}$ to $H$, one has that $p$ commutes with $\tilde{u}_{g^{-1}} p \tilde{u}_{g}$, for every $g$ in $G$.

Proof. Since $v$ is extendable, we may pick a *-partial representation $u$ of $G$ on $H$ extending $v$. Let $\tilde{u}, \tilde{H}$ and $j$ be obtained by applying (50.3) to $u$. Viewing $H$ as a subspace of $\tilde{H}$ via $j$, we then have that (iii) is verified. Given $n$ in $P$, we have by (30.3) that

$$
j^{*} \tilde{u}_{n} j=u_{n}=v_{n}
$$

and, taking into account that $v_{n}$ is an isometry, we conclude that

$$
1=v_{n}^{*} v_{n}=\left(j^{*} \tilde{u}_{n} j\right)^{*} j^{*} \tilde{u}_{n} j=j^{*} \tilde{u}_{n^{-1}} j j^{*} \tilde{u}_{n} j
$$

Multiplying this on the left by $j$ and on the right by $j^{*}$, we get

$$
p=j j^{*}=j 1 j^{*}=j j^{*} \tilde{u}_{n^{-1}} j j^{*} \tilde{u}_{n} j j^{*}=p \tilde{u}_{n^{-1}} p \tilde{u}_{n} p=\ldots
$$

By the already proved point (iii), the above equals

$$
\ldots=\tilde{u}_{n^{-1}} p \tilde{u}_{n} p p=\tilde{u}_{n^{-1}} p \tilde{u}_{n} p
$$

This proves that $p=\tilde{u}_{n^{-1}} p \tilde{u}_{n} p$, and if we now multiply this on the left by $\tilde{u}_{n}$ we arrive at

$$
\tilde{u}_{n} p=p \tilde{u}_{n} p
$$

which says that the range of $p$, namely $H$, is invariant under $\tilde{u}_{n}$, hence proving (i). As for (ii), we have for all $n$ in $P$ that

$$
v_{n}=u_{n}=j^{*} \tilde{u}_{n} j=\left.\tilde{u}_{n}\right|_{H}
$$

where the last equality is justified by our identification of $H$ as a subspace of $\tilde{H}$, and the invariance of the former under $\tilde{u}_{n}$.
31.19. Definition. Let $P$ be a semigroup (not necessarily contained in a group) and let

$$
v: P \rightarrow \mathscr{L}(H)
$$

be a semigroup of isometries, where $H$ is a Hilbert space. By a unitary dilation of $v$ we mean a semigroup of isometries

$$
w: P \rightarrow \mathscr{L}(\tilde{H})
$$

on a Hilbert space $\tilde{H}$ containing $H$, such that, for every $n$ in $P, w_{n}$ is a unitary operator, leaving $H$ invariant, and whose restriction to $H$ coincides with $v_{n}$.

As a consequence of ( $B / \mathbb{Z}$ ), we see that every extendable semigroup of isometries admits a dilation. In particular, every semigroup of isometries based on an Ore semigroup whose final projections commute, is extendable by (5l. Cl ), and hence admits a dilation. This should be compared with [[5], Theorem 1.4], where a similar result has been proven without the hypothesis of the commutativity of final projections, but also without conclusion ( [18.

Notes and remarks. The study of isometries and semigroups thereof dates back at least to the 1960's and have involved numerous authors, such as Arve-

 [10] among others.

## 32. QUASI-LATTICE ORDERED GROUPS

Besides the case of Ore semigroups, we will now present another important example of extendable semigroup of isometries.

Let us begin by noticing that if $P$ is a sub-semigroup of a group $G$, such that $P \cap P^{-1}=\{1\}$, then one may define a left-invariant partial order relation on $G$ by

$$
g \leq h \Leftrightarrow g^{-1} h \in P,
$$

for all $g$ and $h$ in $G$. Conversely, if " $\leq$ " is a left-invariant partial order relation on $G$, then

$$
P:=\{g \in G: g \geq 1\}
$$

is a sub-semigroup with $P \cap P^{-1}=\{1\}$. So there is a one-to-one correspondence between such sub-semigroups and left-invariant partial order relations on $G$.
32.1. Definition. Let $G$ be a group with a distinguished sub-semigroup $P$, such that $P \cap P^{-1}=\{1\}$, and denote by " $\leq$ " the corresponding order relation on $G$. Given a nonempty subset $A \subseteq G$,
(i) we say that an element $k \in G$ is an upper bound for $A$ and, if $k \geq g$, for all $g$ in $A$,
(ii) we say that an element $m \in G$ is a least upper bound for $A$, if $m$ is an upper bound for $A$, and $m \leq k$, whenever $k$ is an upper bound for $A$,
(iii) we say that an element $\underline{m \in P}$ is a least upper bound $\underline{\text { in } P}$ for $A$, if $m$ is an upper bound for $A$, and $m \leq k$, whenever $k$ is an upper bound for $A$, with $k \in P$,
(iv) we say that $(G, P)$ is a quasi-lattice, or that $G$ is quasi-lattice ordered, if every nonempty finite subset $A \subseteq G$, admitting an upper bound in $P$, necessarily admits a least upper bound in $P$,
(v) we say that $(G, P)$ is a weak quasi-lattice, or that $G$ is weakly quasilattice ordered, if every nonempty finite subset $A \subseteq P$, admitting an upper bound ${ }^{40}$, necessarily admits a least upper bound.

[^31]The first two definitions above are, of course, part of the elementary theory of ordered sets. They are listed just to provide a backdrop for the others. Moreover, given the subtleties involved in the last two definitions, it is perhaps worth repeating them in more technical terms. Given a nonempty subset $A \subseteq G$, let us denote by

$$
\begin{equation*}
A^{\uparrow}=\{k \in G: k \text { is an upper bound for } A\} \tag{32.2}
\end{equation*}
$$

Then
(a) $(G, P)$ is a quasi-lattice if and only if, for every nonempty finite subset $A \subseteq G$, such that $A^{\uparrow} \cap P \neq \emptyset$, there exists a smallest element in $A^{\uparrow} \cap P$.
(b) $(G, P)$ is a weak quasi-lattice if and only if, for every nonempty finite subset $A \subseteq P$, such that $A^{\uparrow} \neq \emptyset$, there exists a smallest element in $A^{\uparrow}$.

Notice that the notion of weak quasi-lattice may be defined using only the algebraic structure of $P$, while checking that a pair $(G, P)$ is a quasi-lattice requires a knowledge of the whole group $G$. In other words, the notion of weak quasi-lattice easily generalizes for semigroups which are not necessarily contained in a group, while the notion of quasi-lattice must necessarily refer to a pair $(G, P)$, as opposed to a single semigroup $P$.

It is clear that every subset $A \subseteq P$ which admits a least upper bound, also admits a least upper bound in $P$. Therefore every quasi-lattice is necessarily a weak quasi-lattice.

If a set $A$ admits a least upper bound $m$, then $m$ is clearly unique and we denote it by

$$
m=\vee A
$$

In addition, if $A$ is a two element set, say $A=\{g, h\}$, we also denote by

$$
g \vee h=\vee\{g, h\} .
$$

The notion of quasi-lattice ordered group was introduced by Nica in [[03], where it was noticed that every weak quasi-lattice is a quasi-lattice, provided condition (32LDV) holds for sets $A$ with a single element. Nica denoted this special case of (32.1.v) as (QL1), which he phrased as follows:
(QL1) Any $g$ in $P P^{-1}$ (these are precisely the elements having an upper bound in $P$ ) has a least upper bound in $P$.

Ten years after the publication of Nica's paper, Crisp and Laca [ [6], Lemma 7] found what might well be called "Columbus' egg" of quasi-lattices, realizing that in fact (QL1) alone is a sufficient condition for $(G, P)$ to be a quasi-lattice (see below).

In hindsight, the following simple characterizations should hopefully clean up our act. We suggest that the reader take this as alternative definitions for the concepts involved, should the above perhaps too extensive discussion have blurred the big picture:
32.3. Proposition. Let $G$ be a group and let $P \subseteq G$ be a sub-semigroup such that $P \cap P^{-1}=\{1\}$. Then
(i) $(G, P)$ is a weak quasi-lattice, if and only if $m \vee n$ exists for every $m$ and $n$ in $P$ admitting a common upper bound,
(ii) $(G, P)$ is a quasi-lattice, if and only if any $g$ in $P P^{-1}$ has a least upper bound in $P$.

Proof. Point (i) is easily proven by induction.
As for (ii), assume that $(G, P)$ is a quasi-lattice and let $g \in P P^{-1}$. Writing $g=m n^{-1}$, with $n$ and $m$ in $P$, it is clear that $g \leq m$, so $\{g\}$ admits an upper bound in $P$, hence also a least upper bound in $P$.

Conversely, suppose that any $g$ in $P P^{-1}$ has a least upper bound in $P$. We will first prove that $(G, P)$ is a weak quasi-lattice by verifying condition (i). So suppose that $n$ and $m$ are in $P$, and that $p$ is an upper bound of $n$ and $m$. Then

$$
\begin{gathered}
1=n^{-1} n \leq n^{-1} p, \text { and } \\
n^{-1} m \leq n^{-1} p
\end{gathered}
$$

so $n^{-1} m$ admits an upper bound in $P$, namely $n^{-1} p$. By hypothesis there exists a least upper bound in $P$ for $n^{-1} m$, say $q$. Then $q$ is a least upper bound for the set $\left\{1, n^{-1} m\right\}$, and by left-invariance of the order relation, $n q$ is a least upper bound for $\{n, m\}$, as desired.

We will now prove that $(G, P)$ is a quasi-lattice. So let $A$ be a nonempty finite subset of $G$ admitting an upper bound in $P$, say $p$. By hypothesis we know that, for each $g$ in $A$, there exists the least upper bound of $g$ in $P$, which we denote by $n_{g}$. Then it is clear that $n_{g} \leq p$, for all $g$ in $A$, so $p$ is also an upper bound for $A^{\prime}=\left\{n_{g}: g \in A\right\}$. Since $A^{\prime} \subseteq P$, the weak quasi-lattice property of $(G, P)$ may be used to ensure that the least upper bound in $P$ of $A^{\prime}$ exists, but this is clearly also the least upper bound in $P$ of $A$.

One of the main examples of quasi-lattice ordered groups is obtained by taking $\mathbb{F}_{n}$ to be the free group on an arbitrary (finite or infinite) number $n$ of generators, and taking $\mathbb{P}_{n}$ to be the smallest sub-semigroup of $\mathbb{F}_{n}$ containing 1 and its free generators.

An example of a weak quasi-lattice which is not a quasi-lattice was recently obtained by Scarparo [07], who also generalized some important results on quasi-lattice ordered groups to the context of weak quasi-lattices. Scarparo's example is as follows: take $\mathbb{F}_{2}$ to be the free group on a set of two generators, say $\{a, b\}$, and let

$$
\mathbb{P}^{\prime}:=b \mathbb{P}_{2} \cup\{1\}
$$

where $\mathbb{P}_{2}$ was defined above. Then $\mathbb{P}^{\prime}$ is clearly a sub-semigroup of $\mathbb{F}_{2}$ and the pair $\left(\mathbb{F}_{2}, \mathbb{P}^{\prime}\right)$ is not a quasi-lattice although it is a weak quasi-lattice.

The reason why it is not a quasi-lattice is that the singleton $\left\{b a^{-1} b^{-1}\right\}$ is bounded in $\mathbb{P}^{\prime}$ by $b$ and $b a$, but it does not admit a least upper bound in $\mathbb{P}^{\prime}$, as the reader may easily verify.

On the other hand $\left(\mathbb{F}_{2}, \mathbb{P}^{\prime}\right)$ is a weak quasi-lattice because $\mathbb{P}^{\prime}$ is isomorphic to $\mathbb{P}_{\infty}$, as a semigroup, via an isomorphism defined using the set

$$
\left\{b a^{n}: n \in \mathbb{N}\right\}
$$

as a set of free generators for $\mathbb{P}^{\prime}$. Since $\left(\mathbb{F}_{\infty}, \mathbb{P}_{\infty}\right)$ is a quasi-lattice, as seen above, it is necessarily also a weak quasi-lattice.

Another interesting consequence of Scarparo's example is that a semigroup $P$ may be seen as a sub-semigroup of two non-isomorphic groups $G_{1}$ and $G_{2}$, in such a way that both $\left(G_{1}, P\right)$ and $\left(G_{2}, P\right)$ are weak quasi-lattices. Namely, take

$$
\left(G_{1}, P\right)=\left(\mathbb{F}_{2}, \mathbb{P}^{\prime}\right), \quad \text { and } \quad\left(G_{2}, P\right)=\left(\mathbb{F}_{\infty}, \mathbb{P}_{\infty}\right)
$$

were we are identifying $\mathbb{P}^{\prime}$ and $\mathbb{P}_{\infty}$, as already mentioned.
Whenever possible we will strive to work with weak quasi-lattices, not only because it provides for stronger results, but also due to the fact that weak quasi-lattices may be defined intrinsically, independently of the group containing them.
32.4. Nica's theory of semigroups of isometries based on quasi-lattices is rooted on the following simple idea. Let $(G, P)$ be a weak quasi-lattice and consider the regular semigroup of isometries

$$
\lambda: P \rightarrow \mathscr{L}\left(\ell^{2}(P)\right)
$$

 onal projection onto

$$
\begin{equation*}
\overline{\operatorname{span}}\left\{e_{n}: n \geq p\right\} \tag{32.5}
\end{equation*}
$$

Thus, given $p$ and $q$ in $P$, the product of the commuting projections $\lambda_{p} \lambda_{p}^{*}$ and $\lambda_{q} \lambda_{q}^{*}$ coincides with the orthogonal projection onto the closed linear span of the set

$$
\left\{e_{n}: n \geq p\right\} \cap\left\{e_{n}: n \geq q\right\}=\left\{e_{n}: n \geq p \vee q\right\}
$$

assuming of course that $p \vee q$ exists. When $p \vee q$ does not exist, then by hypothesis $p$ and $q$ have no upper bound whatsoever, so the above intersection of sets is empty. This motivates the following:
32.6. Definition. Let $(G, P)$ be a weak quasi-lattice and $A$ be a $\mathrm{C}^{*}$-algebra. We shall say that a given semigroup of isometries $v: P \rightarrow A$ satisfies Nica's covariance condition, $N C C$ for short, if for every $m$ and $n$ in $P$, one has that

$$
v_{m} v_{m}^{*} v_{n} v_{n}^{*}=\left\{\begin{array}{cl}
v_{m \vee n} v_{m \vee n}^{*}, & \text { if } m \vee n \text { exists } \\
0, & \text { otherwise }
\end{array}\right.
$$

As briefly indicated above, in the case of a weak quasi-lattice, the regular semigroup of isometries satisfies NCC.
32.7. Lemma. Let $(G, P)$ be a weak quasi-lattice, $A$ be a $C^{*}$-algebra, and $v: P \rightarrow A$ be a semigroup of isometries satisfying $N C C$. Given $m, n \in P$, one has that:
(i) if $m$ and $n$ have no common upper bound, then $v_{m}^{*} v_{n}=0$,
(ii) if $m$ and $n$ have a common upper bound, then there are $x$ and $y$ in $P$ such that $m x=n y$, and $v_{m}^{*} v_{n}=v_{x} v_{y}^{*}$.
Proof. Under condition (i) we have

$$
v_{m}^{*} v_{n}=v_{m}^{*} \underbrace{v_{m} v_{m}^{*} v_{n} v_{n}^{*}}_{(32.6)} v_{n}=0
$$

On the other hand, if $m$ and $n$ have a common upper bound, then the least upper bound exists, and there are $x$ and $y$ in $P$ such that

$$
m \vee n=m x=n y
$$

So

$$
v_{m}^{*} v_{n}=v_{m}^{*} \underbrace{v_{m} v_{m}^{*} v_{n} v_{n}^{*}}_{(32.6)} v_{n}=v_{m}^{*} v_{m \vee n} v_{m \vee n}^{*} v_{n}=v_{m}^{*} v_{m x} v_{n y}^{*} v_{n}=v_{x} v_{y}^{*}
$$

The main goal of this chapter is to prove extendability of a given semigroups of isometries $v$ satisfying NCC. After this is achieved, by ( $\square 2 . \square)$ we will have that the range of $v$ is a tame set. However the strategy we will adopt will require knowing in advance that the range of $v$ is tame, so we need to prove this as an intermediate step.
32.8. Proposition. Let $(G, P)$ be a weak quasi-lattice, $A$ be a $C^{*}$-algebra, and $v: P \rightarrow A$ be a semigroup of isometries satisfying NCC. Then,
(i) the set $\left\{v_{m} v_{n}^{*}: m, n \in P\right\} \cup\{0\}$ is a multiplicative semigroup,
(ii) the range of $v$ is a tame set of partial isometries.

Proof. Given $m, n, p$ and $q$ in $P$, let us suppose that $n$ and $p$ have no common upper bound. Then

$$
v_{m} v_{n}^{*} v_{p} v_{q}^{*} \stackrel{(\mathrm{BN7})}{=} 0
$$

On the other hand, if $n$ and $p$ have a common upper bound, then by (32.7.il) we may write $v_{n}^{*} v_{p}=v_{x} v_{y}^{*}$, for suitable $x$ and $y$, so

$$
v_{m} v_{n}^{*} v_{p} v_{q}^{*}=v_{m} v_{x} v_{y}^{*} v_{q}^{*}=v_{m x} v_{q y}^{*}
$$

This proves (i).
In order to prove (ii), let $S$ be the semigroup referred to in (i). Since $P$ contains 1 by hypothesis, and since $v_{1}=1$ by ( $[\sqrt{2})$, we see that both
the range of $v$ and its adjoint are contained in $S$. Therefore we see that $S$ coincides with the multiplicative semigroup generated by the range of $v$ and its adjoint. To prove that the range of $v$ is tame, it therefore suffices to verify that every element in $S$ is a partial isometry. Given $m$ and $n$ in $P$, we have that

$$
\left(v_{m} v_{n}^{*}\right)\left(v_{m} v_{n}^{*}\right)^{*}=v_{m} v_{n}^{*} v_{n} v_{m}^{*}=v_{m} v_{m}^{*}
$$

which is clearly a projection, and hence $v_{m} v_{n}^{*}$ is a partial isometry by ( $\left.\square 2, \square\right)$. This concludes the proof of (ii).

We will now present a crucial technical result designed to help proving the extendability of semigroups of isometries satisfying NCC. It should be compared to (5.
32.9. Lemma. Let $(G, P)$ be a weak quasi-lattice, $A$ be a unital $C^{*}$-algebra and let

$$
v: P \rightarrow A
$$

be a semigroup of isometries satisfying NCC. Given $m, n, p$ and $q$ in $P$ such that $m n^{-1}=p q^{-1}$, one has that $v_{m} v_{n}^{*}$ and $v_{p} v_{q}^{*}$ are compatible partial isometries, as defined in (ए2,

Proof. We will soon see that the question of upper bounds for the set $\{n, q\}$ is a crucial one, so let us begin by analyzing it. Suppose first that $n$ and $q$ admit an upper bound $k$. So there are $x$ and $y$ in $P$ such that

$$
k=n x=q y
$$

Then

$$
(m x)(n x)^{-1}=m n^{-1}=p q^{-1}=(p y)(q y)^{-1}
$$

so $m x=p y$. Defining

$$
h=m x=p y
$$

it is then clear that $h$ is an upper bound for $\{m, p\}$. Denoting by $g=m n^{-1}=$ $p q^{-1}$, notice that

$$
g k=m n^{-1} n x=m x=h
$$

so this provides for a well defined function

$$
k \in\{n, q\}^{\uparrow} \mapsto g k \in\{m, p\}^{\uparrow}
$$

where we are using the notation introduced in ( $ए 2.2)$ for the set of upper bounds. Given the symmetric roles played by $m, n, p$ and $q$, it is clear that

$$
h \in\{m, p\}^{\uparrow} \mapsto g^{-1} h \in\{n, q\}^{\uparrow}
$$

is also well defined. Therefore $\{n, q\}$ admits an upper bound if and only if $\{m, p\}$ does, and in this case the left-invariance of our order relation implies that

$$
\begin{equation*}
g(n \vee q)=m \vee p \tag{32.9.1}
\end{equation*}
$$

Returning to our semigroup of isometries, and letting

$$
s=v_{m} v_{n}^{*}
$$

we have

$$
s s^{*}=v_{m} v_{n}^{*} v_{n} v_{m}^{*}=v_{m} v_{m}^{*},
$$

so we see that $s$ is indeed a partial isometry, sharing final projection with $v_{m}$. It is also easy to see that the initial projection of $s$ coincides with the final projection of $v_{n}$. Likewise, if we let

$$
t=v_{p} v_{q}^{*},
$$

then the initial and final projections of $t$ are $v_{q} v_{q}^{*}$ and $v_{p} v_{p}^{*}$, respectively.
Recalling that our task is to prove that

$$
\begin{equation*}
s t^{*} t=t s^{*} s, \quad \text { and } \quad t t^{*} s=s s^{*} t, \tag{32.9.2}
\end{equation*}
$$

let us assume first that $\{n, q\}$ admits no upper bound. In this case, NCC implies that $v_{n} v_{n}^{*}$ is orthogonal to $v_{q} v_{q}^{*}$, whence $v_{n}^{*} v_{q}=0$. So,

$$
s t^{*} t=v_{m} v_{n}^{*} v_{q} v_{q}^{*}=0 .
$$

On the other hand,

$$
t s^{*} s=v_{p} v_{q}^{*} v_{n} v_{n}^{*}=v_{p}\left(v_{n}^{*} v_{q}\right)^{*} v_{n}^{*}=0
$$

proving the first equation in ( 52.2 .7 ). In order to prove the second one, observe that, by the reasoning at the beginning of this proof, $\{m, p\}$ admits no upper bound either, so $v_{p}^{*} v_{m}=0$, whence

$$
t t^{*} s=v_{p} v_{p}^{*} v_{m} v_{n}^{*}=0=v_{m} v_{m}^{*} v_{p} v_{q}^{*}=s s^{*} t
$$

completing the proof of ( 52.4 .7 ) under the assumption that $\{n, q\}$ admits no upper bound. Let us therefore assume that $\{n, q\}$ admits an upper bound, and hence by hypothesis also a least upper bound. We may then find $x$ and $y$ in $P$ such that

$$
n \vee q=n x=q y
$$

Therefore

$$
\begin{gathered}
s t^{*} t=v_{m} v_{n}^{*} v_{q} v_{q}^{*}=v_{m} v_{n}^{*} v_{n} v_{n}^{*} v_{q} v_{q}^{*}=v_{m} v_{n}^{*} v_{n \vee q} v_{n \vee q}^{*}=v_{m} v_{n}^{*} v_{n x} v_{n x}^{*}= \\
=v_{m} v_{n}^{*} v_{n} v_{x} v_{n x}^{*}=v_{m} v_{x} v_{n x}^{*}=v_{m x} v_{n x}^{*} .
\end{gathered}
$$

By ([2.0.ل ) we have that $m \vee p$ exists and

$$
\begin{aligned}
m \vee p=g(n \vee q) & =m n^{-1} n x=m x= \\
& =p q^{-1} q y=p y
\end{aligned}
$$

Therefore

$$
\begin{gathered}
t s^{*} s=v_{p} v_{q}^{*} v_{n} v_{n}^{*}=v_{p} v_{q}^{*} v_{q} v_{q}^{*} v_{n} v_{n}^{*}=v_{p} v_{q}^{*} v_{q \vee n} v_{q \vee n}^{*}=v_{p} v_{q}^{*} v_{q y} v_{n x}^{*}= \\
=v_{p} v_{q}^{*} v_{q} v_{y} v_{n x}^{*}=v_{p y} v_{n x}^{*}=v_{m x} v_{n x}^{*}
\end{gathered}
$$

thus proving that $s t^{*} t=t s^{*} s$, which is the first equation in (52.9.2). The second one may now be verified similarly, or by applying what has already been proved to

$$
s^{\prime}:=s^{*}=v_{n} v_{m}^{*}, \quad \text { and } \quad t^{\prime}:=t^{*}=v_{q} v_{p}^{*} .
$$

This concludes the proof.
The following is the main result of this chapter. It was first proved in [ $[7]$ for the case of quasi-lattices. Our plan to prove it for weak quasi-lattices will require that the range of our semigroup of isometries lies in a von Neumann algebra.
32.10. Theorem. Let $(G, P)$ be a weak quasi-lattice, and let $A$ be a unital $C^{*}$-algebra. Suppose moreover that either
(i) $A$ is a von Neumann algebra, or
(ii) $(G, P)$ is a quasi-lattice.

Then every semigroup of isometries $v: P \rightarrow A$ which satisfies NCC is extendable.

Proof. Given $g$ in $G \backslash P P^{-1}$, we define

$$
u_{g}=0 .
$$

On the other hand, given $g$ in $P P^{-1}$, consider the collection of partial isometries

$$
T_{g}=\left\{v_{m} v_{n}^{*}: m, n \in P, m n^{-1}=g\right\} .
$$

By ( 52.4 ) we have that the elements of $T_{g}$ are mutually compatible and we would now like to argue that $\vee T_{g}$ exists. Under the hypothesis that $A$ is a von Neumann algebra we may simply use ( $\left[\begin{array}{ll}266 \\ \text { ) , so let us prove }\end{array}\right.$ the existence of $\vee T_{g}$ under (ii). In this case we will actually prove that $T_{g}$ contains a maximum element.

Observing that $g$ may be written as $g=p q^{-1}$, for some $p, q \in P$, notice that we then have that $g \preceq p$, so we see that $g$ admits an upper bound in
$P$. Using the quasi-lattice property, the least upper bound in $P$ of $\{g\}$, here denoted by $\sigma(g)$, exists. In particular $g \preceq \sigma(g)$, so

$$
\tau(g):=g^{-1} \sigma(g) \in P .
$$

We may then write

$$
\begin{equation*}
g=\sigma(g) \tau(g)^{-1} \tag{32.10.1}
\end{equation*}
$$

which might be thought of as the most efficient way of writing $g$. Evidently $v_{\sigma(g)} v_{\tau(g)}^{*}$ lies in $T_{g}$, and we claim that this element dominates every other element of $T_{g}$. In fact, given any $m, n \in P$ such that $g=m n^{-1}$, we have that $g \preceq m$. Since $\sigma(g)$ is the least upper bound in $P$ of $g$, it follows that $\sigma(g) \preceq m$ as well, so there exists $x$ in $P$ such that $m=\sigma(g) x$. Consequently

$$
n=g^{-1} m=\tau(g) \sigma(g)^{-1} \sigma(g) x=\tau(g) x
$$

To prove our claim that $v_{\sigma(g)} v_{\tau(g)}^{*}$ is the biggest element in $T_{g}$, we must prove that $v_{m} v_{n}^{*} \preceq v_{\sigma(g)} v_{\tau(g)}^{*}$, so we compute

$$
\begin{gathered}
v_{\sigma(g)} v_{\tau(g)}^{*}\left(v_{m} v_{n}^{*}\right)^{*} v_{m} v_{n}^{*}=v_{\sigma(g)} v_{\tau(g)}^{*} v_{n} v_{m}^{*} v_{m} v_{n}^{*}=v_{\sigma(g)} v_{\tau(g)}^{*} v_{n} v_{n}^{*}= \\
=v_{\sigma(g)} v_{\tau(g)}^{*} v_{\tau(g)} v_{x} v_{n}^{*}=v_{\sigma(g) x} v_{n}^{*}=v_{m} v_{n}^{*} .
\end{gathered}
$$

This proves that $v_{\sigma(g)} v_{\tau(g)}^{*}$ is the biggest element in $T_{g}$, so it is obvious that $\vee T_{g}$ exists.

Having proven the existence of $\vee T_{g}$ under either (i) or (ii), we may define

$$
u_{g}=\vee T_{g},
$$

and we will now set out to prove that $u$ is a partial representation, the strategy being to apply ( 0.6 ). We first notice that, thanks to (52.8), the range of $v$ is a tame set, so

$$
S:=\left\langle v(P) \cup v(P)^{*}\right\rangle
$$

meaning the multiplicative sub-semigroup of $A$ generated by $v(P) \cup v(P)^{*}$, is an inverse semigroup by ( LL Cl ).

Notice that by construction, under hypothesis (ii), the values of $u$ lie in $S$ itself, while under (i), the values of $u$ lie in the $\vee$-closure of $S$, which is an inverse semigroup by ( $\mathbb{2} .30$ ).

In either case we may view $u$ as a map from $G$ to some inverse semigroup, which is a necessary condition for the application of (06). In fact we need $u$ to take values in a unital inverse semigroup, so we actually have to throw in the unit of $A$.

We will now check conditions ( $46 \mathrm{j}-\mathrm{iil})$, but since the verification of (2.6.i8ieil) is trivial, our task is simply to show that

$$
\begin{equation*}
u_{g} u_{h} \preceq u_{g h}, \tag{32.10.2}
\end{equation*}
$$

for all $g$ and $h$ in $G$. If either $g$ or $h$ lie outside $P P^{-1}$, the left-hand-side of ( 52.10 .2 ) vanishes, so there is nothing to do. We therefore assume that both $g$ and $h$ lie in $P P^{-1}$, and in this case we claim that $u_{g h}$ dominates $T_{g} T_{h}$. To see this, choose elements in $T_{g}$ and $T_{h}$, respectively of the form $v_{m} v_{n}^{*}$ and $v_{p} v_{q}^{*}$, where $g=m n^{-1}$ and $h=p q^{-1}$. We must then prove that

$$
\begin{equation*}
v_{m} v_{n}^{*} v_{p} v_{q}^{*} \preceq u_{g h} . \tag{32.10.3}
\end{equation*}
$$

If $\{n, p\}$ admits no upper bound then (52.TV) implies that $v_{n}^{*} v_{q}=0$, so the left-hand-side of ( $32 \cdot 10.31)$ vanishes and, again, there is nothing to do. On the other hand, if $\{n, p\}$ admits an upper bound, we have by ( $52 . \mathcal{T}^{2}$ ) that there are $x$ and $y$ in $P$ such that $n x=p y$, and $v_{n}^{*} v_{p}=v_{x} v_{y}^{*}$, whence

$$
\begin{equation*}
v_{m} v_{n}^{*} v_{p} v_{q}^{*}=v_{m} v_{x} v_{y}^{*} v_{q}^{*}=v_{m x} v_{q y}^{*} . \tag{32.10.4}
\end{equation*}
$$

Observe that

$$
m x(q y)^{-1}=m x y^{-1} q^{-1}=m n^{-1} p q^{-1}=g h,
$$

so $v_{m x} v_{q y}^{*} \in T_{g h}$, and we then deduce from ( $[2.10 .4)$ that

$$
v_{m} v_{n}^{*} v_{p} v_{q}^{*} \preceq \vee T_{g h}=u_{g h}
$$

This proves (52.].3), and hence that $u_{g h}$ indeed dominates $T_{g} T_{h}$. Consequently

$$
u_{g} u_{h}=\left(\vee T_{g}\right)\left(\vee T_{h}\right) \stackrel{(\sqrt{2} \times \mathbb{C l}}{=} \vee\left(T_{g} T_{h}\right) \preceq u_{g h},
$$

taking care of ( 52.0 ), whence allowing us to apply ( a partial representation, as desired.

Let us now prove that $u$ extends $v$. For this observe that if $p$ is in $P$, then

$$
u_{p}=\vee T_{p}=\vee\left\{v_{m} v_{n}^{*}: m, n \in P, m n^{-1}=p\right\} .
$$

Given $m$ and $n$ in $P$ such that $m n^{-1}=p$, we have that $m=p n$, and we claim that

$$
v_{m} v_{n}^{*} \preceq v_{p} .
$$

In fact,

$$
v_{p}\left(v_{m} v_{n}^{*}\right)^{*}\left(v_{m} v_{n}^{*}\right)=v_{p} v_{n} v_{m}^{*} v_{m} v_{n}^{*}=v_{p n} v_{n}^{*}=v_{m} v_{n}^{*} .
$$

This proves the claim, so we see that $v_{p}$ indeed dominates $T_{p}$. Since $v_{p}$ moreover belongs to $T_{p}$, we deduce that

$$
v_{p}=\vee T_{p}=u_{p},
$$

proving that $v$ indeed extends $u$, which is to say that $v$ is extendable. This concludes the proof.

In the above proof, we did not worry about the uniqueness of the extended partial representation $u$. However this will later become relevant, so let us discuss it now. In doing so we will be content with the quasi-lattice case, leaving the study of uniqueness in the case of weak quasi-lattices as an outstanding problem.

Again referring to the strategy adopted in the above proof, notice that our first step was to set $u_{g}=0$, whenever $g$ is not in $P P^{-1}$. Evidently this is equivalent to saying that

$$
e_{g}=u_{g} u_{g^{-1}}=0
$$

On the other hand, in the quasi-lattice case, we saw that every $g$ in $P P^{-1}$ has a most efficient decomposition, namely ( 52.10 ), in which case recall that we have defined

$$
u_{g}=\vee T_{g}=v_{\sigma(g)} v_{\tau(g)}^{*}
$$

whence

$$
\begin{gathered}
e_{g}=u_{g} u_{g^{-1}}=v_{\sigma(g)} v_{\tau(g)}^{*} v_{\tau(g)} v_{\sigma(g)}^{*}=v_{\sigma(g)} v_{\sigma(g)}^{*}= \\
=u_{\sigma(g)} u_{\sigma(g)^{-1}}=e_{\sigma(g)}=e_{g \vee 1} .
\end{gathered}
$$

32.11. Proposition. Let $(G, P)$ be a quasi-lattice, and let $A$ be a unital $C^{*}$-algebra. Then every semigroup of isometries $v: P \rightarrow A$ satisfying NCC admits a unique extension to a partial representation $u$ of $G$ in $A$, satisfying

$$
e_{g}=\left\{\begin{array}{cl}
e_{g \vee 1}, & \text { if } g \in P P^{-1}  \tag{32.11.1}\\
0, & \text { otherwise }
\end{array}\right.
$$

for all $g$ in $G$, where $e_{g}=u_{g} u_{g^{-1}}$, as usual.
Proof. The existence follows from ( $52 . \mathbb{D}^{2}$ ) and our discussion above. Regarding uniqueness, let $u$ be an extension of $v$ satisfying the above properties. Then, for all $g$ in $G \backslash P P^{-1}$, one has that

$$
u_{g}=u_{g} u_{g^{-1}} u_{g}=e_{g} u_{g}=0 u_{g}=0 .
$$

On the other hand, if $g$ is in $P P^{-1}$, then $g$ admits an upper bound in $P$, so

$$
m:=g \vee 1
$$

exists by hypothesis, so we may write $g=m n^{-1}$, where $n=g^{-1} m \in P$. By hypothesis we then have that $e_{g}=e_{m}$, so,

$$
u_{g}=u_{g} u_{g^{-1}} u_{g}=e_{g} u_{g}=e_{m} u_{m n^{-1}}=u_{m} u_{m^{-1}} u_{m n^{-1}}=u_{m} u_{n^{-1}}=v_{m} v_{n}^{*}
$$

This proves that $u$ is unique.
Although apparently innocuous, condition ( BLLID ) has very interesting consequences for our purposes:
32.12. Proposition. Let $(G, P)$ be a quasi-lattice, and let $A$ be a unital $C^{*}$-algebra. Given any partial representation $u: G \rightarrow A$ satisfying (32.لـL), the restriction of $u$ to $P$ is a semigroup of isometries satisfying NCC.

Proof. Given any $n$ in $P$, notice that $n^{-1} \leq 1$, so $n^{-1} \vee 1=1$. Consequently

$$
1=e_{1}=e_{n^{-1} \vee 1}=e_{n^{-1}}=u_{n}^{*} u_{n}
$$

from where we conclude that $u_{n}$ is an isometry. In particular each $u_{n}$ is left-invertible, so by (9.9.iتل ${ }^{(0)}$ ) we have that

$$
u_{m} u_{n}=u_{m n}, \quad \forall m, n \in P
$$

This shows that $\left.u\right|_{P}$ is a semigroup of isometries.
To conclude, let us now prove NCC. For this, suppose first that $m$ and $n$ are given elements of $P$ not possessing a common upper bound. Then we claim that $m^{-1} n \notin P P^{-1}$. To see this, assume by contradiction that

$$
m^{-1} n=p q^{-1}
$$

where $p, q \in P$. Then

$$
m, n \leq n q=m p
$$

contradicting our assumption. By hypothesis we then have $e_{m^{-1} n}=0$, so also $u_{m^{-1} n}=0$. Focusing on (52.6) we then compute

$$
u_{m} u_{m}^{*} u_{n} u_{n}^{*}=u_{m} u_{m^{-1}} u_{n} u_{n^{-1}} \stackrel{(\text { (\%1-1) })}{=} u_{m} u_{m^{-1} n} u_{n^{-1}}=0
$$

Suppose now that $m$ and $n$ are elements of $P$ possessing a common upper bound. Then $m \vee n$ exists and there are $x$ and $y$ in $P$ such that

$$
m \vee n=m x=n y
$$

Moreover, given the left invariance of the order relation on $G$, we have

$$
1 \vee\left(m^{-1} n\right)=m^{-1}(m \vee n)=x
$$

whence, by hypothesis we have $e_{m^{-1} n}=e_{x}$, and then

$$
\begin{gathered}
u_{m}^{*} u_{n} \stackrel{(\stackrel{0.10}{ })}{=} u_{m^{-1} n}=e_{m^{-1} n} u_{m^{-1} n}=e_{x} u_{m^{-1} n}= \\
=u_{x} u_{x^{-1}} u_{m^{-1} n}=u_{x} u_{x^{-1} m^{-1} n}=u_{x} u_{y^{-1}}
\end{gathered}
$$

Therefore,

$$
u_{m} u_{m}^{*} u_{n} u_{n}^{*}=u_{m} u_{x} u_{y^{-1}} u_{n^{-1}}=u_{m x} u_{(n y)^{-1}}=u_{m \vee n} u_{m \vee n}^{*}
$$

as desired.

## 33. $\mathrm{C}^{*}$-ALGEBRAS GENERATED BY SEMIGROUPS OF ISOMETRIES

Given a semigroup $P$, we may consider the universal $\mathrm{C}^{*}$-algebra $C^{*}(P)$ generated by a set

$$
\left\{w_{n}: n \in P\right\},
$$

subject to the requirement that the correspondence

$$
n \mapsto w_{n}
$$

be a semigroup of isometries. The universal property of $C^{*}(P)$ may then be phrased as follows: for every unital $\mathrm{C}^{*}$-algebra $A$, and every semigroup of isometries $v: P \rightarrow A$, there exists a unique *-homomorphism $\varphi: C^{*}(P) \rightarrow A$, such that the diagram

commutes. So, to study the representation theory of $C^{*}(P)$ is equivalent to studying all semigroups of isometries based on $P$.

In the case of $\mathbb{N} \times \mathbb{N}$, observe that given any semigroup of isometries $v: \mathbb{N} \times \mathbb{N} \rightarrow A$, one has that $v_{(1,0)}$ and $v_{(0,1)}$ are commuting isometries. Conversely, given any pair of commuting isometries, we obtain by (5L.لय) a semigroup of isometries based on $\mathbb{N} \times \mathbb{N}$. Thus one may argue that, to fully understand $C^{*}(\mathbb{N} \times \mathbb{N})$ is to understand all commuting pairs of isometries, and in fact many authors have dedicated a significant amount of energy in this endeavor.

In order to give the reader a feeling for the difficulty of the problem at hand, we point out that many results in the literature on this subject have the following format: given any pair of commuting isometries $S$ and $T$ on a Hilbert space $H$, there is an orthogonal decomposition

$$
H=H_{1} \oplus \cdots \oplus H_{n}
$$

in invariant subspaces, in such a way that the restrictions of $S$ and $T$ to the $H_{i}$ may be described in more or less concrete terms. For example,
(i) $S$ and $T$ are unitary on $H_{1}$,
(ii) $\left.S\right|_{H_{2}}$ is unitary and $\left.T\right|_{H_{2}}$ is a multiple of the unilateral shift,
(iii) $\left.S\right|_{H_{3}}$ is a multiple of the unilateral shift and $\left.T\right|_{H_{3}}$ is unitary, etc.

However, as one approaches the last space $H_{n}$, the available descriptions often become more and more technical and sometimes include an evanescent space, about which little can be said. We refer the reader to [m] and [ix] for some of the earliest results, and to [ [T] ] and [ [ ] for what we believe represents the state of the art in this hard subject.

The difficulties presented by the theory of semigroups of isometries based on the otherwise nicely behaved semigroup $\mathbb{N} \times \mathbb{N}$ is perhaps a sign that insurmountable obstacles lie ahead of the corresponding theory for more general semigroups. We will therefore restrict our study to a nicer class of semigroups of isometries, namely the extendable ones.

Given a group $G$ and a sub-semigroup $P \subseteq G$, recall from ([J]) that a semigroup of isometries

$$
v: P \rightarrow A
$$

is extendable if there exists a partial representation $u$ of $G$ in $A$ such that $u_{n}=v_{n}$, for every $n$ in $P$. Thus, to study extendable semigroups of isometries based on $P$ is the same as studying partial representations of $G$ which ascribe isometries to the elements of $P$.
33.1. Definition. Let $G$ be a group and let $P \subseteq G$ be a sub-semigroup. We will denote ${ }^{41}$ by $C^{*}(G, P)$ the universal unital $\mathrm{C}^{*}$-algebra generated by a set $\left\{u_{g}: g \in G\right\}$ subject to relations ( $\sim$.

$$
u_{n}^{*} u_{n}=1, \quad \forall n \in P .
$$

Observe that this is a special case of (T4.2), in the sense that $C^{*}(G, P)$ coincides with $C_{\mathrm{par}}^{*}(G, \mathscr{P})$, where $\mathscr{P}$ consists of the above set of relations stating that $u_{n}$ is an isometry for every $n$ in $P$.

As a consequence of ( (14. 6), we therefore have that $C^{*}(G, P)$ may be described as the partial crossed product algebra $C\left(\Omega_{\mathscr{P}}\right) \rtimes G$, and we will now give a precise description of the space $\Omega_{\mathscr{P}}$.

Our relations, if written in the form ([4.7), become

$$
e_{n^{-1}}-1=0, \quad \forall n \in P,
$$

so the set $\mathcal{F}_{\mathcal{R}}$ mentioned in ([14.8) is formed by the functions

$$
\omega \in\{0,1\}^{G} \mapsto\left[n^{-1} \in \omega\right]-1 \in \mathbb{C} .
$$

[^32]Still according to (4.8), we have that $\Omega_{\mathscr{P}}$ consists of all $\omega \in \Omega_{1}$ such that

$$
\left[n^{-1} \in g^{-1} \omega\right]-1=0, \quad \forall n \in P, \quad \forall g \in \omega .
$$

The above condition for an element $\omega \in \Omega_{1}$ to be in $\Omega_{\mathscr{P}}$ may be interpreted as

$$
\begin{equation*}
g \in \omega \Rightarrow g n^{-1} \in \omega, \quad \forall n \in P . \tag{33.2}
\end{equation*}
$$

Since $h \leq g$ if and only if $h=g n^{-1}$, for some $n$ in $P$, we see that (B.3.7) precisely expresses that $\omega$ is hereditary ${ }^{42}$. The above analysis and (14.16) therefore give us the following:
33.3. Theorem. Let $G$ be a group and let $P \subseteq G$ be a sub-semigroup. Consider the closed subspace $\Omega_{\mathscr{P}}$ of $\Omega_{1}$ formed by the hereditary elements, equipped with the partial action of $G$ obtained by restricting the partial Bernoulli action. Then there is a natural *-isomorphism between $C^{*}(G, P)$ and the partial crossed product $C\left(\Omega_{\mathscr{P}}\right) \rtimes G$. Under this isomorphism, each $u_{g}$ corresponds to $1_{g} \delta_{g}$, where $1_{g}$ denotes the characteristic function of

$$
D_{g}^{\mathscr{P}}=\left\{\omega \in \Omega_{\mathscr{P}}: g \in \omega\right\} .
$$

One may argue that the above result is not fully satisfactory since the definition of $C^{*}(G, P)$ puts too much emphasis on the group $G$, while one might actually only be interested in the semigroup $P$. Further research is therefore needed in order to answer a few outstanding questions such as:
33.4. Question. Can extendability of a semigroup of isometries $v$ be characterized via algebraic relations involving only the isometries $v_{n}$, for $n$ in $P$ ?

Recall that (5.5l|) provides an answer to this question in the case of Ore semigroups.

We have already mentioned that the commutativity of range projections is a necessary condition for extendability of a semigroup of isometries, so any answer to (B3.4) is likely to include the commutativity of range projections. This also motivates the following:
33.5. Definition. Given a semigroup $P$, we denote by $C_{a b}^{*}(P)$ the universal unital C*-algebra generated by a set $\left\{w_{n}: n \in P\right\}$, subject to the relations
(i) $w_{n}^{*} w_{n}=1$,
(ii) $w_{m} w_{n}=w_{m n}$,
(iii) $w_{m} w_{m}^{*}$ commutes with $w_{n} w_{n}^{*}$,
for all $n, m$ in $P$.
Another relevant open question is as follows:

[^33]33.6. Question. Given a sub-semigroup $P$ of a group $G$, can the subalgebra of $C^{*}(G, P)$ generated by $\left\{u_{p}: p \in P\right\}$ be concretely described?

In the above context, observe that, given a group element $g \in P^{-1} P$, and writing $g=m^{-1} n$, with $m, n \in P$, one has by (

$$
u_{g}=u_{m^{-1} n}=u_{m^{-1}} u_{n},
$$

since $u_{n}$ is an isometry, and hence left-invertible. The image of $P^{-1} P$ under $u$ is therefore contained in the subalgebra referred to in (B:36). If $G$ coincides with $P^{-1} P$, that is, if $P$ is an Ore sub-semigroup of $G$, the answer to question (B.2.6) is therefore that the subalgebra mentioned there coincides with the whole of $C^{*}(G, P)$.

Being able to satisfactorily answer the above questions for Ore subsemigroups, we may give a nice description of $C_{a b}^{*}(P)$, as follows:
33.7. Theorem. Let $P$ be an Ore sub-semigroup of a group $G$. Then $C_{a b}^{*}(P)$ is naturally isomorphic to $C^{*}(G, P)$ and consequently there is a *isomorphism

$$
\varphi: C_{a b}^{*}(P) \rightarrow C\left(\Omega_{\mathscr{P}}\right) \rtimes G,
$$

such that

$$
\varphi\left(w_{n}\right)=1_{n} \delta_{n}, \quad \forall n \in P
$$

where $\Omega_{\mathscr{P}}$ and $1_{n}$ are as in ([3.33).
Proof. We will prove that there is an isomorphism

$$
\begin{equation*}
\psi: C_{a b}^{*}(P) \rightarrow C^{*}(G, P) \tag{33.7.1}
\end{equation*}
$$

such that

$$
\begin{equation*}
\psi\left(w_{n}\right)=u_{n}, \quad \forall p \in P . \tag{33.7.2}
\end{equation*}
$$

The conclusion will then follow immediately from (53.3). As a first step, observe that the correspondence

$$
n \in P \mapsto u_{n} \in C^{*}(G, P)
$$

is a semigroup of isometries, therefore evidently satisfying (33.5i\&-ili), and which also satisfies (33.5iin) thanks to (0.8iv). The universal property of $C_{a b}^{*}(P)$ may therefore be invoked to prove the existence of a ${ }^{*}$-homomor-
 an isomorphism.

Noticing that the correspondence

$$
n \in P \mapsto w_{n} \in C_{a b}^{*}(P)
$$

 exists a partial representation

$$
\tilde{w}: G \rightarrow C_{a b}^{*}(P),
$$

such that $\tilde{w}_{n}=w_{n}$, for every $n$ in $P$. Since the $\tilde{w}_{n}$ are isometries, the universal property of $C^{*}(G, P)$ implies that there exists a *-homomorphism

$$
\gamma: C^{*}(G, P) \rightarrow C_{a b}^{*}(P),
$$

such that $\gamma\left(u_{n}\right)=\tilde{w}_{n}$, for all $n$ in $P$. We then conclude that, for all $n \in P$, one has that

$$
\gamma\left(\psi\left(w_{n}\right)\right) \stackrel{(\underset{\mathrm{L}}{\mathrm{C}})}{=} \gamma\left(u_{n}\right)=\tilde{w}_{n}=w_{n}
$$

from where we see that $\gamma \circ \psi$ is the identity on $C_{a b}^{*}(P)$. In particular this shows that $\psi$ is one-to-one. In order to prove that $\psi$ is onto $C^{*}(G, P)$, it is enough to show that the standard generating set $\left\{u_{g}: g \in G\right\}$ of $C^{*}(G, P)$ lies in the range of $\psi$. For this, given $g$ in $G$, write $g=m^{-1} n$, with $m$ and $n$ in $P$. Then

$$
\begin{gathered}
u_{g}=u_{m^{-1} n} \stackrel{(0 \mathrm{DO})}{=} u_{m^{-1}} u_{n}=\left(u_{m}\right)^{*} u_{n}=\psi\left(w_{m}\right)^{*} \psi\left(w_{n}\right)= \\
=\psi\left(w_{m}^{*} w_{n}\right) \in \psi\left(C_{a b}^{*}(P)\right) .
\end{gathered}
$$

This proves that $\psi$ is an isomorphism, as desired.
Since the range of a partial representation is always a tame set by ([2] D), the above result implies that the isometries canonically generating $C_{a b}^{*}(P)$ form a tame set in case $P$ is an Ore sub-semigroup. However the following seems to be open:
33.8. Question. Given a semigroup $P$, is the subset $\left\{w_{n}: n \in P\right\}$ of $C_{a b}^{*}(P)$ tame? If not, what is the smallest set of relations one can add to the definition of $C_{a b}^{*}(P)$ to make the answer affirmative?

## 34. WIENER-HOPF C*-ALGEBRAS

In this chapter we continue the study initiated above of C*-algebras associated to semigroups of isometries. One of the most important among these is the Wiener-Hopf $\mathrm{C}^{*}$-algebra associated to a quasi-lattice ordered group $(G, P)$, so we dedicate the present chapter, in its entirety, to the study of this example.

We will initially concentrate on the study of a C*-algebra introduced by Nica in [ $[3]$, which we shall denote by $N(P)$, and which should be seen as the full version of the actual Wiener-Hopf algebra to be defined later.

- We will now fix, for the entire duration of this chapter, a group $G$, and a sub-semigroup $P \subseteq G$, such that $(G, P)$ is a quasi-lattice.
34.1. Definition. We will denote by $N(P)$ the universal unital C*-algebra for semigroups of isometries based on $P$ satisfying NCC. More precisely, $N(P)$ is the universal unital $\mathrm{C}^{*}$-algebra generated by a set $\left\{v_{n}: n \in P\right\}$, subject to the relations below for all $n$ and $m$ in $P$ :
(i) $v_{n}^{*} v_{n}=1$,
(ii) $v_{m} v_{n}=v_{m n}$,
(iii) $v_{m} v_{m}^{*} v_{n} v_{n}^{*}=\left\{\begin{array}{cl}v_{m \vee n} v_{m \vee n}^{*}, & \text { if } m \vee n \text { exists, } \\ 0, & \text { otherwise. }\end{array}\right.$

Some authors denote the algebra introduced above by $C^{*}(G, P)$, but we have chosen $N(P)$ in order to avoid conflict with the notation introduced in (B.2.1). Our notation is also intended to emphasize that $N(P)$ depends only on the algebraic structure of $P$, rather than on $G$.

As we have seen in ( BLJD ) and ( BLD D ), there exists a one-to-one correspondence between semigroup of isometries satisfying NCC and partial representations of $G$ satisfying ( $\mathrm{BLLD}^{2}$ ).
 and consider the universal $C^{*}$-algebra $C_{\mathrm{par}}^{*}(G, \mathcal{N})$ for partial representations of $G$ satisfying $\mathcal{N}$, as defined in (14.7). Then there is a ${ }^{*}$-isomorphism

$$
\varphi: N(P) \rightarrow C_{\mathrm{par}}^{*}(G, \mathcal{N}),
$$

such that $\varphi\left(v_{n}\right)=u_{n}$, for all $n$ in $P$, where we denote the canonical partial representation of $G$ in $C_{\mathrm{par}}^{*}(G, \mathcal{N})$ by $u$.
 striction of $u$ to $P$ is a semigroup of isometries satisfying NCC. The universal property of $N(P)$ then provides for a unital *-homomorphism

$$
\varphi: N(P) \rightarrow C_{\mathrm{par}}^{*}(G, \mathcal{N})
$$

such that

$$
\begin{equation*}
\varphi\left(v_{n}\right)=u_{n}, \quad \forall n \in P . \tag{34.2.1}
\end{equation*}
$$

On the other hand, by ( BLT (1) $)$, the universal semigroup of isometries $v: P \rightarrow N(P)$ extends to a partial representation $\tilde{v}: G \rightarrow N(P)$ satisfying ( BLD C ). So, again by universality, there is a unital *-homomorphism

$$
\psi: C_{\mathrm{par}}^{*}(G, \mathcal{N}) \rightarrow N(P)
$$

such that

$$
\psi\left(u_{g}\right)=\tilde{v}_{g}, \quad \forall g \in G
$$

Given any $n \in P$, we have that

$$
\psi\left(\varphi\left(v_{n}\right)\right)=\psi\left(u_{n}\right)=\tilde{v}_{n}=v_{n}
$$

from where we see that $\psi \circ \varphi$ is the identity mapping on $N(P)$.
Notice that the correspondence

$$
n \in P \mapsto \varphi\left(v_{n}\right) \in C_{\mathrm{par}}^{*}(G, \mathcal{N})
$$

is a semigroup of isometries satisfying NCC, since this is obtained by composing $v$ with a ${ }^{*}$-homomorphism. We could now apply ( $\mathrm{BL2}$ 四) to prove that it extends to a partial representation of $G$, except that we already know two extensions of it, the first one being

$$
g \in G \mapsto \varphi\left(\tilde{v}_{g}\right) \in C_{\mathrm{par}}^{*}(G, \mathcal{N}),
$$

and the second one being simply $u$, as one may easily deduce from (34.2.7). Clearly both of these extensions satisfy ( 52.1 Cl ), so the uniqueness part of ( $\mathrm{EL2} . \mathrm{D}$ ) implies that

$$
\varphi\left(\tilde{v}_{g}\right)=u_{g}, \quad \forall g \in G
$$

Consequently we have

$$
\varphi\left(\psi\left(u_{g}\right)\right)=\varphi\left(\tilde{v}_{g}\right)=u_{g},
$$

so $\varphi \circ \psi$ coincides with the identity mapping of $C_{\mathrm{par}}^{*}(G, \mathcal{N})$ on a generating set, whence $\varphi \circ \psi$ is the identity. This proves that $\varphi$ is indeed an isomorphism, as desired.

Using ([4.16) we may then describe $C_{\mathrm{par}}^{*}(G, \mathcal{N})$, and hence also $N(P)$, as a partial crossed product. But, in order to state a more concrete result, let us first give a description of the spectrum of $\mathcal{N}$ which is more geometrical than the one given in ( $\mathbb{4 , 8 , 8 ) \text { . }}$
34.3. Proposition. The spectrum of the set of relations $\mathcal{N}$ is given by

$$
\Omega_{\mathcal{N}}=\left\{\omega \in \Omega_{1}: \omega \text { is hereditary and directed }{ }^{43}\right\} .
$$

Proof. We will first prove " $\subseteq$ ", so we pick any $\omega \in \Omega_{\mathcal{N}}$. For every $n$ in $P$, we have that $n^{-1} \vee 1=1$, so $\mathcal{N}$ includes the relation " $e_{n^{-1}}=e_{1}$ ". Consequently, for every $g \in \omega$, we have by the definition of $\Omega_{\mathcal{N}}$, that

$$
\left[n^{-1} \in g^{-1} \omega\right]=\left[1 \in g^{-1} \omega\right]=[g \in \omega]=1,
$$

which is to say that $g n^{-1} \in \omega$, thus proving that $\omega$ is hereditary.
We next claim that

$$
\begin{equation*}
\omega \subseteq P P^{-1} . \tag{34.3.1}
\end{equation*}
$$

To see this let $g \in G \backslash P P^{-1}$. Then $\mathcal{N}$ includes the relation " $e_{g}=0$ " and, again by the definition of $\Omega_{\mathcal{N}}$, we have that $[g \in \omega]=0$, so $g \notin \omega$, proving the claim.

We will next prove that $\omega$ is directed. For this let $g, h \in \omega$, so by ( $\mathrm{BL} .3 . \mathrm{D}$ ) we may write $g=m n^{-1}$ and $h=p q^{-1}$. Assuming, without loss of generality, that $m=g \vee 1$ and $p=h \vee 1$, we have that

$$
1=[g \in \omega]=[g \vee 1 \in \omega]=[m \in \omega],
$$

so $m \in \omega$, and similarly $p \in \omega$. Observing that

$$
g=m n^{-1} \leq m, \quad \text { and } \quad h=p q^{-1} \leq p,
$$

we see that it is enough to find a common upper bound for $m$ and $p$ in $\omega$, since this will automatically be a common upper bound for $g$ and $h$.

Recalling that $\Omega_{\mathcal{N}}$ is invariant under the partial Bernoulli action, and since $m \in \omega$, we have that $m^{-1} \omega \in \Omega_{\mathcal{N}}$. So the conclusion reached in (B4.3.ل) also applies to $m^{-1} \omega$, whence

$$
m^{-1} p \in m^{-1} \omega \subseteq P P^{-1}
$$

and therefore $\left(m^{-1} p\right) \vee 1$ exists. The relation " $e_{m^{-1} p}=e_{\left(m^{-1} p\right) \vee 1}$ " is then among the relations in $\mathcal{N}$, so for all $k$ in $\omega$ one has

$$
\left[m^{-1} p \in k^{-1} \omega\right]=\left[\left(m^{-1} p\right) \vee 1 \in k^{-1} \omega\right] .
$$

Plugging in $k=m$, left-hand-side above evaluates to 1 , so the right-hand-side does too, meaning that

$$
\left(m^{-1} p\right) \vee 1 \in m^{-1} \omega,
$$

[^34]whence
$$
\omega \ni m\left(\left(m^{-1} p\right) \vee 1\right)=p \vee m
$$
where the last step above, including the existence of $p \vee m$, is a consequence of the left-invariance of the order relation on $G$. This proves that $m$ and $p$ have a common upper bound in $\omega$, thus proving that $\omega$ is directed.

Let us now prove the inclusion " $\supseteq$ " between the sets mentioned in the statement, so we pick an hereditary and directed $\omega \in \Omega_{1}$. We will first prove that $\omega$ is contained in $P P^{-1}$. For this pick $g \in \omega$ and observe that, since 1 is also in $\omega$, there exists an upper bound $m$ for $\{g, 1\}$ in $\omega$. Thus $m$ is in $P$ and, since $g \leq m$, we deduce that $n:=g^{-1} m$ also lies in $P$. So

$$
g=m n^{-1} \in P P^{-1}
$$

This verifies our claim that $\omega \subseteq P P^{-1}$.
In order to prove that $\omega \in \Omega_{\mathcal{N}}$, we must show that $f\left(h^{-1} \omega\right)=0$, for all $h$ in $\omega$, and for all $f$ in $\mathcal{F}_{\mathcal{N}}$ (see ([4.ళ) for the definition of $\mathcal{F}_{\mathcal{N}}$ ).
 not in $P P^{-1}$, the corresponding relation " $e_{g}=0$ " in $\mathcal{N}$ leads to the function

$$
f(x)=[g \in x], \quad \forall x \in \Omega_{1}
$$

so we must prove that

$$
\begin{equation*}
g \notin h^{-1} \omega, \quad \forall h \in \omega \tag{34.3.2}
\end{equation*}
$$

By the left-invariance of the order relation on $G$, for every $h$ in $\omega$, we have that $h^{-1} \omega$ is also hereditary and directed. Moreover, if $h \in \omega$, then $h^{-1} \omega$ also lies in $\Omega_{1}$, so (34.3.7) holds for $h^{-1} \omega$, just like it does for $\omega$. So

$$
h^{-1} \omega \subseteq P P^{-1}
$$

from where (54.3.2) follows immediately.
The second case to be considered is when $g \in P P^{-1}$, in which case $g \vee 1$ exists and we are led to the function $f$ in $\mathcal{F}_{\mathcal{N}}$ given by

$$
f(\xi)=[g \in \xi]-[g \vee 1 \in \xi], \quad \forall \xi \in \Omega_{1}
$$

Given $h$ in $\omega$ we must then show that $f\left(h^{-1} \omega\right)=0$, which translates into

$$
\left[g \in h^{-1} \omega\right]=\left[g \vee 1 \in h^{-1} \omega\right]
$$

or, equivalently

$$
\begin{gathered}
h g \in \omega \Leftrightarrow \quad h(g \vee 1) \in \omega, \\
\text { ॥ } \\
(h g) \vee h
\end{gathered}
$$

where the vertical equal sign is a consequence of left-invariance. Using that $\omega$ is hereditary and directed, and that $h$ is in $\omega$, this may now be easily verified.

Interpreting ( $\sqrt[4.56]{ }$ ) in the present case, and using ( 34.2 ), we have the following concrete description of $N(P)$ as a partial crossed product.
34.4. Theorem. Given a quasi-lattice $(G, P)$, consider the subset $\Omega_{\mathcal{N}}$ of $2^{G}$ formed by the hereditary directed subsets of $G$ containing 1. Then $\Omega_{\mathcal{N}}$ is compact and invariant under the partial Bernoulli action. In addition there is a *-isomorphism

$$
\psi: N(P) \rightarrow C\left(\Omega_{\mathcal{N}}\right) \rtimes G,
$$

such that $\psi\left(v_{n}\right)=1_{n} \delta_{n}$, where $1_{n}$ denotes the characteristic function of the $\operatorname{set}\left\{\omega \in \Omega_{\mathcal{N}}: n \in \omega\right\}$.

Observe that if $\omega$ is a hereditary and directed subset of $G$, then $\omega \cap P$ is a hereditary and directed subset of $P$. We will next explore this correspondence in order to obtain another description of $\Omega_{\mathcal{N}}$.
34.5. Proposition. The map

$$
\omega \in \Omega_{\mathcal{N}} \mapsto \omega \cap P \in 2^{P}
$$

is a homeomorphism from $\Omega_{\mathcal{N}}$ onto the subset of $2^{P}$ formed by all nonempty, hereditary, directed subsets of $P$.

Proof. We leave it for the reader to verify the continuity of our map.
Given any $\omega$ in $\Omega_{\mathcal{N}}$, let $\xi=\omega \cap P$. Using that $\omega$ is hereditary and directed by (B4.3]), it is easy to see that

$$
\omega=\xi P^{-1}=\{g \in G: g \leq n, \text { for some } n \in \xi\}
$$

from where it follows that the map in the statement is injective.
It is obvious that $\omega \cap P$ is a hereditary directed subset of $P$ for every $\omega$ in $\Omega_{\mathcal{N}}$, and conversely, for every nonempty, hereditary, directed subset $\xi \subseteq P$, one has that

$$
\omega_{\xi}:=\xi P^{-1}
$$

lies in $\Omega_{\mathcal{N}}$, and $\xi=\omega_{\xi} \cap P$. This proves that the range of our map is as described in the statement. Since $\Omega_{\mathcal{N}}$ is compact and $2^{P}$ is Hausdorff, it follows that our map is a homeomorphism onto its range.

The above result can easily be used to transfer the partial Bernoulli action on $\Omega_{\mathcal{N}}$ to a partial action of $G$ on the set of all nonempty, hereditary, directed subsets of $P$, thus providing yet another model for the partial dynamical system leading up to $N(P)$ in (B4.4).

Given any $m$ in $P$, notice that the set

$$
\begin{equation*}
m P^{-1}=\left\{m n^{-1}: n \in P\right\}=\{g \in G: g \leq m\} \tag{34.6}
\end{equation*}
$$

is a hereditary and directed subset of $G$ containing 1 , hence $m P^{-1}$ is an element of $\Omega_{\mathcal{N}}$.

Given any $\omega \in \Omega_{\mathcal{N}}$, we may then consider the net

$$
\begin{equation*}
\left\{m P^{-1}\right\}_{m \in \omega \cap P} \tag{34.7}
\end{equation*}
$$

where $\omega \cap P$, carrying the order induced from $G$, is a directed set by (34.0]), hence suitable for playing the role of the index set for a net.
34.8. Proposition. For every $\omega$ in $\Omega_{\mathcal{N}}$, the net described in (34.才) converges to $\omega$.

Proof. Given $\omega$ in $\Omega_{\mathcal{N}}$ and a neighborhood $V$ of $\omega$, by definition of the product topology there are

$$
g_{1}, g_{2}, \ldots, g_{r} ; h_{1}, h_{2}, \ldots, h_{s} \in G
$$

such that the basic neighborhood

$$
U:=\left\{\eta \in \Omega_{\mathcal{N}}: g_{i} \in \eta, h_{j} \notin \eta, \forall i \leq r, \forall j \leq s\right\}
$$

satisfies

$$
\omega \in U \subseteq V
$$

In particular the $g_{i}$ lie in $\omega$, so we may use the fact that $\omega$ is directed to find some $m_{0}$ in $\omega$ such that $m_{0} \geq g_{i}$, for all $i \leq r$. Upon assuming without loss of generality that 1 is among the $g_{i}$, we have that $m_{0} \in \omega \cap P$.

We then claim that, for all $m$ in $\omega \cap P$ with $m \geq m_{0}$, one has that $m P^{-1} \in U$, which is to say that
(a) $g_{i} \in m P^{-1}$, for all $i \leq r$, and
(b) $h_{j} \notin m P^{-1}$, for all $j \leq s$.

Point (a) is an obvious consequence of the fact that each

$$
g_{i} \leq m_{0} \leq m
$$

With respect to (b), assume by way of contradiction, that some $h_{j} \in m P^{-1}$. Then $h_{j} \leq m$, whence $h_{j} \in \omega$, because $m \in \omega$, and $\omega$ is hereditary. This is a contradiction with the fact that $\omega$ belongs to $U$, hence verifying (b). This concludes the proof.

Recall from (52.4) that the regular representation of $P$ on $\ell^{2}(P)$ satisfies NCC. Thus, by universality, there is a *-representation of $N(P)$ on $\ell^{2}(P)$ consistent with the regular representation. Our next goal will be to study the range of such a representation and, in particular, to show that it is isomorphic to the reduced crossed product relative to the same partial dynamical system whose associated full crossed product was shown to coincide with $N(P)$ in ( 34.4 ).
34.9. Definition. The closed ${ }^{*}$-algebra of bounded operators on $\ell^{2}(P)$ generated by the range of $\lambda$ is called the Wiener-Hopf algebra of $P$, and it is denoted by $\mathcal{W}(P)$.

In [ [.3] , Nica denotes the $\mathrm{C}^{*}$-algebra defined above by $\mathcal{W}(G, P)$, but since the above definition is given only in terms of the semigroup $P$, we prefer not to explicitly mention the ambient group $G$.

We will next describe $\mathcal{W}(P)$ as a reduced partial crossed product.
34.10. Theorem. There is a ${ }^{*}$-isomorphism

$$
\chi: \mathcal{W}(P) \rightarrow C\left(\Omega_{\mathcal{N}}\right) \rtimes_{\mathrm{red}} G,
$$

such that $\chi\left(\lambda_{n}\right)=1_{n} \delta_{n}$, where $1_{n}$ is as in (34.4).
Proof. The universal property of $N(P)$ implies that there exists a *-homomorphism

$$
\sigma: N(P) \rightarrow \mathcal{W}(P)
$$

such that $\sigma\left(v_{n}\right)=\lambda_{n}$, for all $n$ in $P$, which is clearly onto.
Considering the ${ }^{*}$-isomorphism $\psi$ given in (34.4) we may define a surjective ${ }^{*}$-homomorphism $\rho=\sigma \circ \psi^{-1}$, as indicated in the diagram:


We will now prove that the kernel of $\rho$ coincides with the kernel of the regular representation

$$
\Lambda: C\left(\Omega_{\mathcal{N}}\right) \rtimes G \rightarrow C\left(\Omega_{\mathcal{N}}\right) \rtimes_{\text {red }} G
$$

from where the statement will follow.
Consider the conditional expectation $F$ from $\mathscr{L}\left(\ell^{2}(P)\right)$ onto the subalgebra formed by the diagonal operators relative to the standard orthonormal basis of $\ell^{2}(P)$. To be precise,

$$
F(T)=\sum_{n \in P} e_{n, n} T e_{n, n}, \quad \forall T \in \mathscr{L}\left(\ell^{2}(P)\right),
$$

where the sum is interpreted in the strong operator topology, and each $e_{n, n}$ is the orthogonal projection onto the one-dimensional subspace generated by the corresponding basis vector. It is a well known fact that $F$ is a faithful conditional expectation onto the algebra of diagonal operators.

We will also consider the conditional expectation $E$, given by the composition

where $E_{1}$ is the faithful conditional expectation given by ( $\quad \mathbb{Z}$ ). We then claim that the diagram

$$
\begin{array}{ccc}
C\left(\Omega_{\mathcal{N}}\right) \rtimes G & \xrightarrow{\rho} & \mathcal{W}(P) \\
E \downarrow & & \downarrow F \\
C\left(\Omega_{\mathcal{N}}\right) & & \rho \\
\mathscr{L}\left(\ell^{2}(P)\right)
\end{array}
$$

commutes, where the bottom arrow is to be interpreted as the restriction of $\rho$ to the canonical copy of $C\left(\Omega_{\mathcal{N}}\right)$ within the crossed product.

By ([2.8.]) we have that $N(P)$ is the closed linear span of the set of elements of the form $v_{m} v_{n}^{*}$, as $m$ and $n$ range in $P$. Using ( 34.4$)$ we therefore have that $C\left(\Omega_{\mathcal{N}}\right) \rtimes G$ is spanned by the elements $y$ of the form

$$
\begin{gather*}
y=\psi\left(v_{m} v_{n}^{*}\right)=\left(1_{m} \delta_{m}\right)\left(1_{n} \delta_{n}\right)^{*}=\beta_{m}\left(1_{m^{-1}} 1_{n^{-1}}\right) \delta_{m n^{-1}}= \\
=1_{m} 1_{m n^{-1}} \delta_{m n^{-1}} \tag{34.10.1}
\end{gather*}
$$

and the commutativity of the above diagram will follow once we check that $F \rho(y)=\rho E(y)$, for every $y$ of the above form.

Assuming that $m \neq n$, one has that $m n^{-1} \neq 1$, and $E(y)=0$. On the other hand,

$$
\rho(y)=\sigma \circ \psi^{-1} \circ \psi\left(v_{m} v_{n}^{*}\right)=\sigma\left(v_{m} v_{n}^{*}\right)=\lambda_{m} \lambda_{n}^{*}
$$

Because $m \neq n$, one has that the matrix of $\lambda_{m} \lambda_{n}^{*}$ has no nonzero diagonal entry, which is to say that

$$
F(\rho(y))=0=\rho(E(y))
$$

as desired.
Assuming now that $m=n$, we have that $y$ lies in $C\left(\Omega_{\mathcal{N}}\right)$ (which we identify with $C\left(\Omega_{\mathcal{N}}\right) \delta_{1}$ as usual), so $E(y)=y$. On the other hand

$$
\rho(y)=\lambda_{m} \lambda_{m}^{*}
$$

which is a diagonal operator by (5].

$$
F(\rho(y))=\rho(y)=\rho(E(y))
$$

proving our diagram to be commutative, as claimed.
We will eventually like to show that $\rho$ is one-to-one on $C\left(\Omega_{\mathcal{N}}\right)$. With this goal in mind we next claim that, for every $k$ in $P$, and every $f$ in $C\left(\Omega_{\mathcal{N}}\right)$, one has that the $k^{t h}$ diagonal entry of $\rho(f)$, here denoted by $\rho(f)_{k, k}$, is given by

$$
\begin{equation*}
\rho(f)_{k, k}=f\left(k P^{-1}\right) \tag{34.10.2}
\end{equation*}
$$

where we are seeing $k P^{-1}$ as an element of $\Omega_{\mathcal{N}}$, as we already did in (B4.7).
Let us first assume that $f=1_{m}$, where $m$ is in $P$. In this case, identifying $1_{m}$ with $1_{m} \delta_{1}$, as usual, we have that

$$
1_{m} \delta_{1} \stackrel{(\text { (54/0) })}{=} \psi\left(v_{m} v_{m}^{*}\right)
$$

so $\rho\left(1_{m}\right)=\lambda_{m} \lambda_{m}^{*}$, whence for every $k$ in $P$, the corresponding diagonal entry of $\rho\left(1_{m}\right)$ is given by

$$
\rho\left(1_{m}\right)_{k, k}=\left(\lambda_{m} \lambda_{m}^{*}\right)_{k, k} \stackrel{(\text { (22-2) })}{=}[k \geq m]=\left[m \in k P^{-1}\right]=1_{m}\left(k P^{-1}\right),
$$

proving (B4. 10.7 ) for the particular case of $f=1_{m}$. To prove the general case of this identity, it is enough to verify that the $1_{m}$ generate $C\left(\Omega_{\mathcal{N}}\right)$ as a C*-algebra, which we do as follows: by Stone-Weierstrass we have that

$$
\begin{equation*}
\left\{1_{g}: g \in G\right\} \tag{34.10.3}
\end{equation*}
$$

generates $C\left(\Omega_{\mathcal{N}}\right)$ as a $\mathrm{C}^{*}$-algebra. On the other hand, since each $\omega$ in $\Omega_{\mathcal{N}}$ is hereditary and directed, and since $1 \in \omega$, we have that

$$
g \in \omega \Leftrightarrow g \vee 1 \in \omega, \quad \forall g \in G .
$$

Consequently $1_{g}=1_{g \vee 1}$, when $g \vee 1$ exists, and $1_{g}=0$, otherwise. Except for the identically zero function we then have that (B4. 10.3 ) coincides with

$$
\left\{1_{n}: n \in P\right\},
$$

which is therefore also a generating set for $C\left(\Omega_{\mathcal{N}}\right)$, concluding the proof of (34. 10.7 ).

Still aiming at the proof that the kernel of $\rho$ coincides with the kernel of the regular representation of $C\left(\Omega_{\mathcal{N}}\right) \rtimes G$, we will next prove that $\rho$ is injective on $C\left(\Omega_{\mathcal{N}}\right)$.

For this, suppose that $\rho(f)=0$, for some $f$ in $C\left(\Omega_{\mathcal{N}}\right)$. From ([34.0.2) we conclude that $f$ vanishes on every $k P^{-1}$ in $\Omega_{\mathcal{N}}$. However, the set formed by these is dense in $\Omega_{\mathcal{N}}$ by ( 34.8 ), so $f=0$.

With this we may now describe the null space of $\rho$, as follows: given any $y$ in $C\left(\Omega_{\mathcal{N}}\right) \rtimes G$, and using that $F$ and $E_{1}$ are faithful and $\rho$ is injective on $C\left(\Omega_{\mathcal{N}}\right)$, we have that

$$
\begin{gathered}
\rho(y)=0 \Leftrightarrow F\left(\rho(y)^{*} \rho(y)\right)=0 \Leftrightarrow \rho\left(E\left(y^{*} y\right)\right)=0 \Leftrightarrow \\
\Leftrightarrow E\left(y^{*} y\right)=0 \Leftrightarrow E_{1}\left(\Lambda\left(y^{*} y\right)\right)=0 \Leftrightarrow \Lambda(y)=0 .
\end{gathered}
$$

This shows that $\rho$ and $\Lambda$ share kernels, as claimed, so $\rho$ factors through $\Lambda$, producing a ${ }^{*}$-isomorphism

$$
C\left(\Omega_{\mathcal{N}}\right) \rtimes_{\mathrm{red}} G \xrightarrow{\tilde{\rho}} \mathcal{W}(P),
$$

whose inverse satisfies all of the required conditions.
We may now use the results on amenability of Fell bundles to obtain conditions under which $N(P)$ coincides with the Wiener-Hopf algebra:
34.11. Theorem. Let $(G, P)$ be a quasi-lattice, where $G$ is an amenable group. Then $N(P)$ is naturally isomorphic to $\mathcal{W}(P)$.

Proof. Follows immediately from (34.4), (34.7]), and ( 2.7 .7 ).
We dedicate the remainder of this chapter to prove a useful characterization of faithful representations of the Wiener-Hopf algebra.
34.12. Proposition. Let $(G, P)$ be a quasi-lattice. Then the partial Bernoulli action restricted to $\Omega_{\mathcal{N}}$ is topologically free.

Proof. Let $g \in G \backslash\{1\}$ and assume by contradiction that there is an open subset $V$ of the domain of $\beta_{g}$, where $\beta$ refers to the partial Bernoulli action, formed by fixed points for $\beta_{g}$.

By (B4.8) the collection of all $m P^{-1}$, as $m$ range in $P$, forms a dense subset of $\Omega_{\mathcal{N}}$, so there is some $m$ in $P$ such that $m P^{-1} \in V$. Therefore

$$
m P^{-1}=\beta_{g}\left(m P^{-1}\right)=g m P^{-1}
$$

Since $m$ is the maximum element in $m P^{-1}$, and $g m$ is the maximum element in $g m P^{-1}$, we deduce that $g m=m$, and hence that $g=1$, a contradiction. This concludes the proof.

In view of (34.0 (1) and the result above, Corollary ( a characterization of faithful representations of the Wiener-Hopf algebra as those whose restriction to $C\left(\Omega_{\mathcal{N}}\right)$ are faithful. However, a more careful analysis will lead us to an even more precise result. But before that we need the following auxiliary result.
34.13. Lemma. Let $(G, P)$ be a quasi-lattice and let $W$ be a subset of $\Omega_{\mathcal{N}}$ which is nonempty, open and invariant. Then there are $p_{1}, p_{2}, \ldots, p_{k} \in$ $P \backslash\{1\}$, such that $W$ contains the subset

$$
\left\{\omega \in \Omega_{\mathcal{N}}: p_{i} \notin \omega, \text { for all } i=1, \ldots, k\right\}
$$

Proof. As before, we denote the partial Bernoulli action of $G$ on $\Omega_{\mathcal{N}}$ by $\beta$, and for each $g$ in $G$, we denote the range of $\beta_{g}$ by $D_{g}^{\mathcal{N}}$.

Regarding the elements $m P^{-1}$ of $\Omega_{\mathcal{N}}$ described in (34.6), we claim that $1 P^{-1}$ lies in $W$. To see this observe that, for every $g$ in $G$, one has

$$
1 P^{-1} \in D_{g}^{\mathcal{N}} \stackrel{(\sqrt{10})}{\Leftrightarrow} g \in 1 P^{-1} \Leftrightarrow g^{-1} \in P
$$

The orbit of $1 P^{-1}$ under $\beta$ is therefore given by

$$
\left\{\beta_{n}\left(1 P^{-1}\right): n \in P\right\}=\left\{n P^{-1}: n \in P\right\}
$$

which is a dense subset of $\Omega_{\mathcal{N}}$ by ( 34.8 ). Since $W$ is nonempty, it follows that $W$ contains $n P^{-1}$ for some $n \in P$. So, using the invariance of $W$, we deduce that

$$
1 P^{-1}=\beta_{n^{-1}}\left(n P^{-1}\right) \in \beta_{n^{-1}}\left(W \cap D_{n}^{\mathcal{N}}\right) \subseteq W
$$

proving the claim. We may therefore pick

$$
g_{1}, g_{2}, \ldots, g_{r} ; h_{1}, h_{2}, \ldots, h_{s} \in G
$$

such that the basic neighborhood

$$
U:=\left\{\omega \in \Omega_{\mathcal{N}}: g_{i} \in \omega, h_{j} \notin \omega, \forall i \leq r, \forall j \leq s\right\}
$$

satisfies

$$
1 P^{-1} \in U \subseteq W
$$

Consequently, for each $i \leq r$, one has that $g_{i} \in 1 P^{-1}$, so $g_{i}$ has the form $g_{i}=n_{i}^{-1}$, for some $n_{i}$ in $P$. However notice that $n_{i}^{-1} \in \omega$, for every single $\omega$ in $\Omega_{\mathcal{N}}$, because

$$
n_{i}^{-1} \leq 1 \stackrel{(\sqrt{n})}{\epsilon} \omega,
$$

and $\omega$ is hereditary by (34.3). So the condition " $g_{i} \in \omega$ ", appearing in the definition of $U$ above, is innocuous and hence may be omitted, meaning that

$$
U=\left\{\omega \in \Omega_{\mathcal{N}}: h_{j} \notin \omega, \forall j \leq s\right\} .
$$

Since every $\omega$ in $\Omega_{\mathcal{N}}$ is directed by (34.31), one may easily see that $\omega \subseteq$ $P P^{-1}$ (this was in fact explicitly proved in (B4.3.D)). So, if any given $h_{j}$ is not in $P P^{-1}$, the condition " $h_{j} \notin \omega$ " is true for any $\omega$ in $\Omega_{\mathcal{N}}$, and hence may also be eliminated from the definition of $U$. We may therefore assume, without loss of generality, that the $h_{j}$ all lie in $P P^{-1}$.

Recall that such elements are precisely the ones which admit an upper bound in $P$, and hence $h_{j} \vee 1$ exist, for every $j$. Again because every $\omega$ in $\Omega_{\mathcal{N}}$ is hereditary and directed, it is easy to see that

$$
h_{j} \in \omega \Leftrightarrow h_{j} \vee 1 \in \omega, \quad \forall \omega \in \Omega_{\mathcal{N}}
$$

We then conclude that the condition " $h_{j} \notin \omega$ " in the definition of $U$ may be replaced by " $h_{j} \vee 1 \notin \omega$ ", allowing us to assume without loss of generality that $h_{j} \in P$. Moreover we must have $h_{j} \neq 1$, for every $j$, since otherwise $U=\emptyset$. This concludes the proof.

The following is the characterization of faithful representations of the Wiener-Hopf algebra announced earlier.
34.14. Theorem. Let $(G, P)$ be a quasi-lattice and let $\pi$ be a representation of $\mathcal{W}(P)$ on a Hilbert space. Then $\pi$ is faithful if and only if, given any $p_{1}, p_{2}, \ldots, p_{k} \in P \backslash\{1\}$, one has that

$$
\left(1-V_{1} V_{1}^{*}\right)\left(1-V_{2} V_{2}^{*}\right) \cdots\left(1-V_{k} V_{k}^{*}\right) \neq 0,
$$

where each $V_{i}=\pi\left(\lambda_{p_{i}}\right)$.

Proof. Recall from (34. Cl ) that $\mathcal{W}(P)$ is the closed ${ }^{*}$-algebra of operators on $\ell^{2}(P)$ generated by the range of the regular semigroup of isometries of $P$, namely

$$
\left\{\lambda_{p}: p \in P\right\}
$$

It is also interesting to point out that, apart from $\lambda_{1}$, which is the identity operator, all of the other $\lambda_{p}$ 's are proper isometries, in the sense that

$$
1-\lambda_{p} \lambda_{p}^{*} \neq 0, \quad \forall p \in P \backslash\{1\}
$$

Denoting by $e_{1}$ the first element of the canonical basis of $\ell^{2}(P)$, observe that, for each $p$ in $P \backslash\{1\}$, one has that $e_{1}$ is orthogonal to the range of $\lambda_{p} \lambda_{p}^{*}$ by ([2.5), so that in fact we have

$$
\begin{equation*}
\left(1-\lambda_{p} \lambda_{p}^{*}\right)\left(e_{1}\right)=e_{1} . \tag{34.14.1}
\end{equation*}
$$

Therefore, given $p_{1}, p_{2}, \ldots, p_{k} \in P \backslash\{1\}$, as above, we have that

$$
\left(1-\lambda_{p_{1}} \lambda_{p_{1}}^{*}\right)\left(1-\lambda_{p_{2}} \lambda_{p_{2}}^{*}\right) \cdots\left(1-\lambda_{p_{k}} \lambda_{p_{k}}^{*}\right) \neq 0
$$

because this operator sends $e_{1}$ to itself, as one may easily verify by successive applications of (34./4.01).

If $\pi$ is a faithful representation of $\mathcal{W}(P)$, it therefore does not vanish on the above operator, hence proving the "only if" part of the statement.

In order to prove the converse, let us assume by contradiction that $\pi$ satisfies the condition in the statement and yet it is not faithful. Using the isomorphism

$$
\chi: \mathcal{W}(P) \rightarrow C\left(\Omega_{\mathcal{N}}\right) \rtimes_{\mathrm{red}} G
$$

provided by (34.0]), we have that

$$
\rho:=\pi \circ \chi^{-1}
$$

is a representation of the above reduced crossed product, which is likewise non-faithful.

Denoting by $J$ the null space of $\rho$, we then have that $J$ is a nontrivial
 that

$$
K:=J \cap C\left(\Omega_{\mathcal{N}}\right) \neq\{0\}
$$

and moreover $K$ is invariant by ( open subset of $\Omega_{\mathcal{N}}$, we then have that $W$ is nonempty and invariant.

We may then invoke (B4._T3) to produce $p_{1}, p_{2}, \ldots, p_{k}$ in $P \backslash\{1\}$ such that

$$
U:=\left\{\omega \in \Omega_{\mathcal{N}}: p_{i} \notin \omega, \text { for all } i=1, \ldots, k\right\} \subseteq W
$$

It follows that any function in $C\left(\Omega_{\mathcal{N}}\right)$, whose support is contained in $U$, necessarily lies in the null space of $\rho$.

Denoting, as usual, the characteristic function of the set

$$
\left\{\omega \in \Omega_{\mathcal{N}}: p \in \omega\right\}
$$

by $1_{p}$, observe that the characteristic function of $U$, here denoted by $1_{U}$, is given by

$$
1_{U}=\left(1-1_{p_{1}}\right)\left(1-1_{p_{2}}\right) \ldots\left(1-1_{p_{k}}\right) .
$$

Therefore

$$
\begin{aligned}
& 0=\rho\left(1_{U}\right)=\prod_{i=1}^{k} \rho\left(1-1_{p_{i}}\right) \stackrel{( }{=} \prod_{i=1}^{k} \rho\left(1-\left(1_{p_{i}} \delta_{p_{i}}\right)\left(1_{p_{i}} \delta_{p_{i}}\right)^{*}\right) \stackrel{( }{=} \\
= & \prod_{i=1}^{k} \rho\left(1-\chi\left(\lambda_{p_{i}}\right) \chi\left(\lambda_{p_{i}}\right)^{*}\right)=\prod_{i=1}^{k}\left(1-\pi\left(\lambda_{p_{i}}\right) \pi\left(\lambda_{p_{i}}\right)^{*}\right)=\prod_{i=1}^{k}\left(1-V_{i} V_{i}^{*}\right),
\end{aligned}
$$

where the $V_{i}$ are as in the statement. This is a contradiction, and hence the proof is concluded.

Notes and remarks. Wiener-Hopf operators were first introduced by Norbert Wiener and Eberhard Hopf in [6]], who studied them from the point of view of integral equations. In the context of quasi-lattice ordered groups, the WienerHopf $\mathrm{C}^{*}$-algebra $\mathcal{W}(P)$ and the algebra $N(P)$ (with a different notation) was first studied by Nica in [区i3], where he observed that both $\mathcal{W}(P)$ and $N(P)$ have a "crossed product type structure", emphasizing the role of the abelian subalgebra $\mathcal{D}=C\left(\Omega_{\mathcal{N}}\right)$ [ $\mathbb{Z 3}$ ], Section 6.2]. We believe the above description of these algebras as reduced and full partial crossed products vindicates Nica's suspicion in a telling way. Theorem (34.54) is due to Laca and Raeburn [[6], Proposition 2.3(3)].

## 35. THE TOEPLITZ C*-ALGEBRA OF A GRAPH

As we have already mentioned, C*-algebras generated by partial isometries have played a very important role in the theory. Besides the C*-algebras associated to semigroups of isometries treated in the previous chapter, some of the most prevalent examples are the Cuntz-Krieger [ [28], Exel-Laca [6]] and the graph $\mathrm{C}^{*}$-algebras [ [83]].

The class of Exel-Laca algebras includes the Cuntz-Krieger algebras, but the relationship between the former and graph algebras is not as straightforward. When a certain matrix which parametrizes Exel-Laca algebras have the property that two distinct rows are either equal or orthogonal (a well known property of the incidence matrix of a graph), Exel-Laca algebras are easily seen to produce all graph algebras, except for graphs containing vertices which are not the range of any edge (known as sources). However, up to Morita-Rieffel-equivalence, the class of Exel-Laca algebras coincides with the class of graph algebras, as recently proved by Katsura, Muhly, Sims and Tomforde [ [ 7 ].

Both Exel-Laca and graph C*-algebras may be described as partial crossed products, and in fact these algebras have been among the motivating examples for the development of the theory of partial actions. Since the partial crossed product description of graph $\mathrm{C}^{*}$-algebras is a bit easier than that of Exel-Laca algebras, we will dedicate the remaining chapters of this book to studying graph $\mathrm{C}^{*}$-algebras from the point of view of partial actions.

- From now on we will fix a graph

$$
E=\left(E^{0}, E^{1}, r, d\right),
$$

where $E^{0}$ is the set of vertices, $E^{1}$ is the set of edges, and

$$
r, d: E^{1} \rightarrow E^{0}
$$

are the range and domain (or source) maps, respectively.
35.1. Definition. The Toeplitz $C^{*}$-algebra of $E$, denoted $\mathcal{T}_{E}$, is the universal C ${ }^{*}$-algebra generated by a set of mutually orthogonal projections

$$
\mathscr{G}_{0}=\left\{p_{v}: v \in E^{0}\right\},
$$

and a set of partial isometries

$$
\mathscr{G}_{1}=\left\{s_{a}: a \in E^{1}\right\},
$$

subject to the relations:
(i) $s_{a}^{*} s_{b}=[a=b] p_{d(a)}$, where the brackets correspond to Boolean value,
(ii) $s_{a} s_{a}^{*} \leq p_{r(a)}$,
for all $a$ and $b$ in $E^{1}$. The graph $C^{*}$-algebra of $E$, denoted $C^{*}(E)$, is likewise defined, where in addition to the above relations, one has
(iii) $p_{v}=\sum_{r(a)=v} s_{a} s_{a}^{*}$,
for all $v \in E^{0}$, such that $r^{-1}(v)$ is finite and nonempty.
The first requirement for a $\mathrm{C}^{*}$-algebra generated by partial isometries to be tractable with our methods is that the partial isometries involved form a tame set, so our first medium term goal will be to prove this fact. Since $C^{*}(E)$ is derived from the Toeplitz algebra, we will initially concentrate our attention on $\mathcal{T}_{E}$.

As usual, a (finite) path in $E$ is defined to be a sequence $\alpha=\alpha_{1} \ldots \alpha_{n}$, where $n \geq 1$, and the $\alpha_{i}$ are edges in $E$, such that $d\left(\alpha_{i}\right)=r\left(\alpha_{i+1}\right)$, for all $i=1, \ldots, n-1$. This is the usual convention when treating graphs from a categorical point of view, in which functions compose from right to left.

The length of $\alpha$, denoted $|\alpha|$, is the number $n$ of edges in it. As a special case we will also consider each vertex of $E$ as a path of length zero.

The source of a path $\alpha$ of length $n>0$ is defined by $d(\alpha)=d\left(\alpha_{n}\right)$, and its range is defined by $r(\alpha)=r\left(\alpha_{1}\right)$. In the special case that $\alpha$ is a path of length zero, hence consisting of a single vertex, the range and source of $\alpha$ are both defined to be that vertex.

The set of all paths of length $n$ will be denoted by $E^{n}$ (this being consistent with the notations for $E^{0}$ and $E^{1}$ already in use), and the set of all (finite) paths will be denoted by $E^{*}$.

By an infinite path in $E$ we shall mean an infinite sequence

$$
\alpha=\alpha_{1} \alpha_{2} \ldots
$$

where each $\alpha_{i}$ is an edge in $E$, and $d\left(\alpha_{i}\right)=r\left(\alpha_{i+1}\right)$, for all $i \geq 1$. The set of all infinite paths will be denoted by $E^{\infty}$. We define the range of an infinite path $\alpha$ to be $r(\alpha)=r\left(\alpha_{1}\right)$, and the length of such a path to be $|\alpha|=\infty$. There is no sensible notion of domain for an infinite path.

The set formed by all finite or infinite paths in $E$ will be denoted by $E^{\sharp}$, namely

$$
E^{\sharp}=E^{*} \cup E^{\infty} .
$$

35.2. Definition. Given paths $\alpha \in E^{*}$ and $\beta \in E^{\sharp}$, with $d(\alpha)=r(\beta)$, we will denote by $\alpha \beta$ the path defined as follows:
(i) if $|\alpha|>0$, and $|\beta|>0$, then $\alpha \beta$ is simply the concatenation of $\alpha$ and $\beta$,
(ii) if $|\alpha|=0$, and $|\beta|>0$, then $\alpha \beta=\beta$,
(iii) if $|\alpha|>0$, and $|\beta|=0$, then $\alpha \beta=\alpha$,
(iv) if $|\alpha|=|\beta|=0$, in which case $\alpha$ necessarily coincides with $\beta$ (because $\alpha=d(\alpha)=r(\beta)=\beta)$, then $\alpha \beta$ is defined to be either $\alpha$ or $\beta$.

Thus we see that paths of length zero get absorbed at either end of path multiplication except, of course, when both path being multiplied have length zero, when only one of them disappears. One should note, however, that even though paths of length zero do not show up in the resulting product, they play an important role in determining whether or not the multiplication is defined. In particular, if $\alpha$ is a path of length zero consisting of a single vertex $v$, then $\alpha \beta$ is not defined, hence forbidden, unless $r(\beta)=v$.

This should be compared with the operation of composition of morphisms in a category, where vertices play the role of identities.
35.3. Definition. Given two paths $\alpha \in E^{*}$, and $\beta \in E^{\sharp}$, we will say that $\alpha$ is a prefix of $\beta$ if there exists a path $\gamma \in E^{\sharp}$, such that $d(\alpha)=r(\gamma)$, and $\beta=\alpha \gamma$.

As an example, notice that for every path $\alpha$, one has that $r(\alpha) \alpha=\alpha$, so $r(\alpha)$ is a prefix of $\alpha$. The following is an alternate way to describe this concept:
35.4. Proposition. Given two paths $\alpha \in E^{*}$, and $\beta \in E^{\sharp}$, one has that $\alpha$ is a prefix of $\beta$ if and only if
(i) $r(\alpha)=r(\beta)$,
(ii) $|\alpha| \leq|\beta|$,
(iii) $\alpha_{i}=\beta_{i}$, for all $i=1, \ldots,|\alpha|$.

Notice that when $\alpha$ and $\beta$ are paths of nonzero length, in order to check that $\alpha$ is a prefix of $\beta$ it is enough to verify (3.5.4i-iil), since (35.4.7), follows from (35.4.ini), with $i=1$.

On the other hand, if $|\alpha|=0$, then $\alpha$ is a prefix of $\beta$ if and only if (B5.4.ل. $)$ holds.

Given a finite path $\alpha=\alpha_{1} \ldots \alpha_{n}$ of length $n>0$, we will denote by $s_{\alpha}$ the element of $\mathcal{T}_{E}$ given by

$$
s_{\alpha}=s_{\alpha_{1}} \ldots s_{\alpha_{n}} .
$$

In the special case that $v$ is a vertex in $E^{0}$, and $\alpha$ is the path of length zero given by $\alpha=v$, we will let

$$
s_{\alpha}=p_{v}
$$

35.5. Lemma. For every $\alpha \in E^{*}$, one has
(i) $s_{\alpha}=p_{r(\alpha)} s_{\alpha}$,
(ii) $s_{\alpha}=s_{\alpha} p_{d(\alpha)}$,
(iii) $s_{\alpha} s_{\alpha}^{*} \leq p_{r(\alpha)}$.

Proof. Observing that the case $|\alpha|=0$ is trivial, we assume that $|\alpha| \geq 1$. Notice that, for every edge $a \in E^{1}$, one has

$$
p_{r(a)} s_{a}=p_{r(a)} s_{a} s_{a}^{*} s_{a} \stackrel{(5 n)}{=} s_{a} s_{a}^{*} s_{a}=s_{a} .
$$

Applying this to the leading edge of $\alpha$, we deduce ( $\mathbb{( D )}$ ). On the other hand,

$$
s_{a}=s_{a} s_{a}^{*} s_{a} \stackrel{(1)}{=} s_{a} p_{d(a)},
$$

which, applied to the trailing edge of $\alpha$, provides ( (四).
Regarding ( (1ill), we have

$$
s_{\alpha} s_{\alpha}^{*} \stackrel{(\boxplus)}{=} p_{r(\alpha)} s_{\alpha} s_{\alpha}^{*} p_{r(\alpha)} \leq\left\|s_{\alpha}\right\|^{2} p_{r(\alpha)} \leq p_{r(\alpha)} .
$$

In the first inequality above we have used the identity

$$
a b b^{*} a^{*} \leq\|b\|^{2} a a^{*},
$$

known to hold in any $\mathrm{C}^{*}$-algebra, while the second inequality in ( $\dagger$ ) holds because $s_{\alpha}$ is a product of partial isometries, each of which has norm no bigger than 1 , hence $\left\|s_{\alpha}\right\| \leq 1$.
35.6. Remark. If $\alpha=\alpha_{1} \ldots \alpha_{n}$ is a random sequence of edges, not necessarily forming a path, we may still define $s_{\alpha}$, as above. However, unless $\alpha$ is a path, we will have $s_{\alpha}=0$. The reason is as follows: if there exists $i$ with $d\left(\alpha_{i}\right) \neq r\left(\alpha_{i+1}\right)$, then

$$
s_{\alpha_{i}} s_{\alpha_{i+1}}=s_{\alpha_{i}} p_{d\left(\alpha_{i}\right)} p_{r\left(\alpha_{i+1}\right)} s_{\alpha_{i+1}}=0,
$$

because the vertex projections $p_{v}$ are pairwise orthogonal by construction.
35.7. Lemma. If $\alpha$ is a finite path in $E$, then $s_{\alpha}^{*} s_{\alpha}=p_{d(\alpha)}$.

Proof. This is evident if $|\alpha|=0$, while (35.1) gives the case $|\alpha|=1$. If $|\alpha| \geq 2$, then

$$
s_{\alpha_{1}}^{*} s_{\alpha_{1}} s_{\alpha_{2}}=p_{d\left(\alpha_{1}\right)} s_{\alpha_{2}}=p_{r\left(\alpha_{2}\right)} s_{\alpha_{2}} \stackrel{(\text { (555) }}{=} s_{\alpha_{2}},
$$

so

$$
s_{\alpha}^{*} s_{\alpha}=s_{\alpha_{n}}^{*} \ldots s_{\alpha_{2}}^{*} \underbrace{s_{\alpha_{1}}^{*} s_{\alpha_{1}} s_{\alpha_{2}}}_{(\star)} \ldots s_{\alpha_{n}}=s_{\alpha_{n}}^{*} \ldots s_{\alpha_{2}}^{*} s_{\alpha_{2}} \ldots s_{\alpha_{n}},
$$

and the result follows by induction.
35.8. Lemma. Given $\alpha$ and $\beta$ in $E^{*}$ such that $s_{\alpha}^{*} s_{\beta} \neq 0$, then either $\alpha$ is a prefix of $\beta$, or vice versa.

Proof. Since $s_{\beta}^{*} s_{\alpha}=\left(s_{\alpha}^{*} s_{\beta}\right)^{*} \neq 0$, we see that $\alpha$ and $\beta$ play symmetric roles, so we may assume, without loss of generality, that $|\alpha| \leq|\beta|$.

Observe that

$$
0 \neq s_{\alpha}^{*} s_{\beta} \stackrel{(\mathrm{B55-2)})}{=} s_{\alpha}^{*} p_{r(\alpha)} p_{r(\beta)} s_{\beta},
$$

which yields $p_{r(\alpha)} p_{r(\beta)} \neq 0$, and consequently $r(\alpha)=r(\beta)$. If $|\alpha|=0$, the proof is thus concluded, so we suppose that $|\alpha|>0$, writing $\alpha=\alpha_{1} \alpha_{2} \ldots \alpha_{n}$, and $\beta=\beta_{1} \beta_{2} \ldots \beta_{m}$.

Notice that $\alpha_{1}=\beta_{1}$, since otherwise we would have $s_{\alpha_{1}}^{*} s_{\beta_{1}}=0$ by ([5.5.ل]), which would imply $s_{\alpha}^{*} s_{\beta}=0$. Writing $v=d\left(\beta_{1}\right)=r\left(\beta_{2}\right)$, we then have

$$
\begin{gathered}
0 \neq s_{\alpha}^{*} s_{\beta}=s_{\alpha_{n}}^{*} \ldots s_{\alpha_{2}}^{*} s_{\alpha_{1}}^{*} s_{\beta_{1}} s_{\beta_{2}} \ldots s_{\beta_{m}} \stackrel{(\text { (5n) }}{=} \\
=s_{\alpha_{n}}^{*} \ldots s_{\alpha_{2}}^{*} p_{v} s_{\beta_{2}} \ldots s_{\beta_{m}} \stackrel{(\text { (am) }}{=} s_{\alpha_{n}}^{*} \ldots s_{\alpha_{2}}^{*} s_{\beta_{2}} \ldots s_{\beta_{m}},
\end{gathered}
$$

and the proof again follows by induction.
Our goal of proving the generating set of $\mathcal{T}_{E}$ to be a tame set of partial isometries depends on an understanding of the semigroup they generate. With the above preparations we are now able to describe this semigroup.
35.9. Proposition. Let $\mathscr{G}$ be the subset of $\mathcal{T}_{E}$ given by

$$
\mathscr{G}=\mathscr{G}_{0} \cup \mathscr{G}_{1}=\left\{p_{v}: v \in E^{0}\right\} \cup\left\{s_{a}: a \in E^{1}\right\} .
$$

Then the multiplicative sub-semigroup of $\mathcal{T}_{E}$ generated by $\mathscr{G} \cup \mathscr{G}^{*} \cup\{0\}$ coincides with $\left\{s_{\alpha} s_{\beta}^{*}: \alpha, \beta \in E^{*}\right\} \cup\{0\}$.
Proof. We will initially prove that the set $M$ defined by

$$
M=\left\{s_{\alpha} s_{\beta}^{*}: \alpha, \beta \in E^{*}\right\} \cup\{0\}
$$

is closed under multiplication. So pick $\alpha, \beta, \mu$ and $\nu$ in $E^{*}$, and let us show that

$$
\begin{equation*}
s_{\alpha} s_{\beta}^{*} s_{\mu} s_{\nu}^{*} \in M \tag{35.9.1}
\end{equation*}
$$

If $s_{\beta}^{*} s_{\mu}=0$, then our claim follows trivially. Otherwise $s_{\beta}^{*} s_{\mu} \neq 0$, and (5.5.8) implies that $\beta$ is a prefix of $\mu$, or vice versa. Assuming without loss of generality that $\beta$ is a prefix of $\mu$, we have that $s_{\mu}=s_{\beta} s_{\xi}$, for some path $\xi$, whence
 $d(\beta)=r(\xi)$, whence $p_{d(\beta)} p_{r(\xi)}=p_{r(\xi)}$, and the above equals

$$
\cdots=s_{\alpha} p_{r(\xi)} s_{\xi} s_{\nu}^{*}=s_{\alpha} s_{\xi} s_{\nu}^{*}=s_{\alpha \xi} s_{\nu}^{*} \in M
$$

Strictly speaking, $\alpha \xi$ might not be a path, but in this case $s_{\alpha \xi}=0$, by (5.5.6), so $s_{\alpha \xi} s_{\nu}^{*}$ lies in $M$, as well.

This concludes the proof that $M$ is a semigroup, as claimed. Using angle brackets " $\langle$ )" to denote generated semigroup, we clearly have

$$
\mathscr{G} \cup \mathscr{G}^{*} \cup\{0\} \subseteq M \subseteq\left\langle\mathscr{G} \cup \mathscr{G}^{*} \cup\{0\}\right\rangle
$$

from where the proof follows easily.
Speaking of the elements $s_{\alpha} s_{\beta}^{*}$ forming the above semigroup $M$, notice that when $d(\alpha) \neq d(\beta)$, one has

$$
s_{\alpha} s_{\beta}^{*} \stackrel{(1)}{=} s_{\alpha} p_{d(\alpha)} p_{d(\beta)} s_{\beta}^{*}=0 .
$$

So, we may alternatively describe $M$ as

$$
M=\left\{s_{\alpha} s_{\beta}^{*}: \alpha, \beta \in E^{*}, d(\alpha) \neq d(\beta)\right\} \cup\{0\} .
$$

Having a concrete description of our semigroup, we may now face our first main objective:
35.10. Theorem. For every graph $E$, the set of standard generators of $\mathcal{T}_{E}$, namely $\mathscr{G}=\mathscr{G}_{0} \cup \mathscr{G}_{1}$, is a tame set of partial isometries.

Proof. By ( $\alpha, \beta \in E^{*}$. We have

$$
\begin{aligned}
& \left(s_{\alpha} s_{\beta}^{*}\right)\left(s_{\alpha} s_{\beta}^{*}\right)^{*}\left(s_{\alpha} s_{\beta}^{*}\right)=s_{\alpha} s_{\beta}^{*} s_{\beta} s_{\alpha}^{*} s_{\alpha} s_{\beta}^{*} \stackrel{(\alpha)}{=} s_{\alpha} p_{d(\beta)} p_{d(\alpha)} s_{\beta}^{*}= \\
& =s_{\alpha} p_{d(\alpha)} p_{d(\beta)} s_{\beta}^{*} \stackrel{(\mathrm{BK} 5 \mathrm{sin})}{=} s_{\alpha} s_{\beta}^{*} .
\end{aligned}
$$

This shows that $s_{\alpha} s_{\beta}^{*}$ is a partial isometry, and hence that $\mathscr{G}$ is tame.
It follows from the above that the set $\left\{s_{a}: a \in E^{1}\right\}$ is also tame. So,
 that there exists a unique semi-saturated ${ }^{*}$-partial representation

$$
\begin{equation*}
u: \mathbb{F} \rightarrow \widetilde{\mathcal{T}}_{E} \tag{35.11}
\end{equation*}
$$

such that $u_{a}=s_{a}$, for all $a \in E^{1}$, where $\widetilde{\mathcal{T}}_{E}$ is the algebra obtained from $\mathcal{T}_{E}$ by adding a unit to it, even if it already has one ${ }^{44}$.

As usual let us denote by $e_{g}=u_{g} u_{g^{-1}}$.

[^35]35.12. Proposition. The partial representation described in (3.5.ل几) satisfies, for every $a$ and $b$ in $E^{1}$,
(i) $d(a)=d(b) \Rightarrow e_{a^{-1}}=e_{b^{-1}}$,
(ii) $d(a) \neq d(b) \Rightarrow e_{a^{-1}} e_{b^{-1}}=0$,
(iii) $r(a)=d(b) \Rightarrow e_{a} \leq e_{b^{-1}}$,
(iv) $a \neq b \quad \Rightarrow \quad e_{a} e_{b}=0$.

Proof. Noticing that

$$
e_{a^{-1}}=u_{a^{-1}} u_{a}=s_{a}^{*} s_{a}=p_{d(a)},
$$

points (i) and (ii) follow at once. As for (iii) we have

$$
e_{a}=u_{a} u_{a^{-1}}=s_{a} s_{a}^{*} \stackrel{\left(\frac{15 L+\pi)}{\leq}\right.}{\leq} p_{r(a)}=p_{d(b)}=e_{b^{-1}}
$$

Finally, if $a \neq b$, then

$$
e_{a} e_{b}=u_{a} u_{a^{-1}} u_{b} u_{b-1}=s_{a} s_{a}^{*} s_{b} s_{b}^{*} \stackrel{(5) a l}{=} 0
$$

In order to avoid technical details, we will now restrict ourselves to studying graphs for which $\mathcal{T}_{E}$ is generated by the $s_{a}$ alone, a property that follows from the absence of sinks, as defined below:
35.13. Definition. A vertex $v \in E^{0}$ is said to be a:
(i) sink, if $d^{-1}(v)$ is the empty set,
(ii) source, if $r^{-1}(v)$ is the empty set,
(iii) regular vertex, if $r^{-1}(v)$ is finite and nonempty.

If the vertex $v$ is not a sink, then there exists some edge $a$ in $E^{1}$ such that $d(a)=v$. Therefore (35.J.ل. implies that

$$
s_{a}^{*} s_{a}=p_{d(a)}=p_{v},
$$

whence $p_{v}$ lies in the algebra generated by the $s_{a}$.

- From now on we will concentrate on graphs without sinks, so we suppose throughout that $E$ has no sinks.

In this case, as seen above, all of the $p_{v}$ may be expressed in terms of the $s_{a}$, which is to say that

$$
\mathscr{G}_{1}=\left\{s_{a}: a \in E^{1}\right\}
$$

generates $\mathcal{T}_{E}$, as a $\mathrm{C}^{*}$-algebra.

35．14．Theorem．Let $E$ be a graph without sinks，and let $\mathbb{F}$ be the free group on the set $E^{1}$ ，equipped with the usual word－length function．Also let
（i） $\mathcal{R}^{\prime}$ be the set consisting of relations（（
（ii） $\mathcal{R}_{\text {sat }}$ be the set of relations described in（I4．20），and
（iii） $\mathcal{R}_{E}$ be the set consisting of relations（3．5． $\left.12 \mathrm{j}-\mathrm{V}\right)$ ），for each $a$ and $b$ in $E^{1}$ ．（By this we mean that we take the relation on the right－hand－side of＂$\Rightarrow$＂，whenever the condition in the left－hand－side holds）．
Then $\widetilde{\mathcal{T}}_{E}$ is ${ }^{*}$－isomorphic to the universal unital $C^{*}$－algebra generated by a set $\left\{u_{g}: g \in \mathbb{F}\right\}$ ，subject to the set of relations $\mathcal{R}^{\prime} \cup \mathcal{R}_{\text {sat }} \cup \mathcal{R}_{E}$ ．
Proof．It clearly suffices to prove that $\widetilde{\mathcal{T}}_{E}$ possesses the corresponding uni－ versal property．As a first step，observe that the elements in the range of the partial representation $u$ given by（ $\mathrm{B} \mathrm{\omega}$ 四）satisfy $\mathcal{R}^{\prime}$ for obvious reasons， satisfy $\mathcal{R}_{\text {sat }}$ because $u$ is semi－saturated，and satisfy $\mathcal{R}_{E}$ by（B．5．2）．

Since $s_{a}=u_{a}$ ，for every $a$ in $E^{1}$ ，we see that the range of $u$ contains $\mathscr{G}_{1}$ ．Moreover，for every $v \in E^{0}$ ，one may pick $a \in E^{1}$ such that $d(a)=v$ ， because $E$ has no sinks，whence

$$
p_{v}=s_{a}^{*} s_{a}=u_{a^{-1}} u_{a},
$$

and so we see that the range of $u$ also contains $\mathscr{G}_{0}$ ，hence generating $\widetilde{\mathcal{T}}_{E}$ as a C＊－algebra．

Let us now assume we are given a unital $\mathrm{C}^{*}$－algebra $B$ which contains a set $\left\{\hat{u}_{g}: g \in \mathbb{F}\right\}$ ，satisfying relations $\mathcal{R}^{\prime} \cup \mathcal{R}_{\text {sat }} \cup \mathcal{R}_{E}$ ．As usual，for each $g$ in $\mathbb{F}$ ，we will let $\hat{e}_{g}=\hat{u}_{g} \hat{u}_{g^{-1}}$ ．

For each $a$ in $E^{1}$ ，define，$\hat{s}_{a}=\hat{u}_{a}$ ，and for every $v \in E^{0}$ ，choose an edge $b \in E^{1}$ ，with $d(b)=v$ ，and put $\hat{p}_{v}=\hat{e}_{b^{-1}}$ ．Notice that such an edge exists because $v$ is not a sink．Moreover，if $a$ is another edge with $d(a)=v$ ，then $\hat{e}_{b^{-1}}=\hat{e}_{a^{-1}}$ by（B5．工込），a relation which is part of $\mathcal{R}_{E}$ ，and is therefore satisfied by the $\hat{u}_{g}$ ．

We now claim that the sets

$$
\widehat{\mathscr{G}}_{0}=\left\{\hat{p}_{v}: v \in E^{0}\right\}, \quad \text { and } \quad \widehat{\mathscr{G}}_{1}=\left\{\hat{s}_{a}: a \in E^{1}\right\},
$$

satisfy conditions（351． tion，we have that each $\hat{s}_{a}$ is a partial isometry by（ $\mathbb{L 2}$ ），and hence the $\hat{p}_{v}$ are projections．

If $v_{1}, v_{2} \in E^{0}$ are two distinct vertices，choose $a_{1}, a_{2} \in E^{1}$ ，with $d\left(a_{i}\right)=$ $v_{i}$ ．Then

$$
\hat{p}_{v_{1}} \hat{p}_{v_{2}}=\hat{e}_{a_{1}^{-1}} \hat{e}_{a_{2}^{-1}}=0,
$$

by（ $35 \cdot 12 \mathrm{il})$ ）so the $p_{v}$ are pairwise orthogonal，as required．
In order to check（ 5.5 .1 C ），let $a, b \in E^{1}$ ．Then

$$
\hat{s}_{a}^{*} \hat{s}_{b}=\hat{u}_{a^{-1}} \hat{u}_{b}=\hat{u}_{a-1} \hat{u}_{a} \hat{u}_{a^{-1}} \hat{u}_{b} \hat{u}_{b^{-1}} \hat{u}_{b}=\hat{u}_{a-1} \hat{e}_{a} \hat{e}_{b} \hat{u}_{b} .
$$



$$
\hat{s}_{a}^{*} \hat{s}_{b}=\hat{u}_{a^{-1}} \hat{u}_{a}=\hat{e}_{a^{-1}}=\hat{p}_{d(a)}
$$

Let us now prove ( 3.5 . 1 ), so pick $a \in E^{1}$. Since $E$ has no sinks, there exists some $b \in E^{1}$, such that $d(b)=r(a)$. Then

$$
\hat{s}_{a} \hat{s}_{a}^{*}=\hat{u}_{a} \hat{u}_{a^{-1}}=\hat{e}_{a} \stackrel{(1)}{\leq} \hat{e}_{b^{-1}}=\hat{p}_{d(b)}=\hat{p}_{r(a)}
$$

Therefore, by the universal property of $\mathcal{T}_{E}$, we conclude that there exists a $^{*}$-homomorphism $\varphi: \mathcal{T}_{E} \rightarrow B$, such that

$$
\begin{equation*}
\varphi\left(p_{v}\right)=\hat{p}_{v}, \quad \text { and } \quad \varphi\left(s_{a}\right)=\hat{s}_{a} \tag{35.14.1}
\end{equation*}
$$

for all $v \in E^{0}$, and all $a \in E^{1} \dot{\widetilde{\tau}}$. By mapping identity to identity, we may extend $\varphi$ to a unital map from $\widetilde{\mathcal{T}}_{E}$ to $B$.

The proof will then be concluded once we prove that $\varphi\left(u_{g}\right)=\hat{u}_{g}$, for all $g$ in $\mathbb{F}$, which we do by induction on $|g|$. The case $|g|=0$, follows since $\varphi$ preserve identities, while the case $|g|=1$, follows from (5.5.4.d).

If $|g| \geq 2$, write $g=g_{1} g_{2}$, with $|g|=\left|g_{1}\right|+\left|g_{2}\right|$, and $\left|g_{1}\right|,\left|g_{2}\right|<|g|$. Then, since both $u$ and $\hat{u}$ are semi-saturated, we have by induction that

$$
\varphi\left(u_{g}\right)=\varphi\left(u_{g_{1} g_{2}}\right)=\varphi\left(u_{g_{1}} u_{g_{2}}\right)=\varphi\left(u_{g_{1}}\right) \varphi\left(u_{g_{2}}\right)=\hat{u}_{g_{1}} \hat{u}_{g_{2}}=\hat{u}_{g_{1} g_{2}}=\hat{u}_{g} .
$$

This concludes the proof.
According to ( 14.7 ), our last result may then be interpreted as saying that

$$
\widetilde{\mathcal{T}}_{E} \simeq C_{\mathrm{par}}^{*}\left(\mathbb{F}, \mathcal{R}_{\mathrm{sat}} \cup \mathcal{R}_{E}\right),
$$

so we may apply ([4.16) in order to describe $\widetilde{\mathcal{T}}_{E}$ as a partial crossed product.
35.15. Corollary. Given a graph $E$ without sinks, denote by $\Omega_{E}$ the spectrum of the set of relations $\mathcal{R}_{\text {sat }} \cup \mathcal{R}_{E}$, and consider the partial action of $\mathbb{F}$ on $\Omega_{E}$ obtained by restricting the partial Bernoulli action. Then there is a *-isomorphism

$$
\varphi: \widetilde{\mathcal{T}}_{E} \rightarrow C\left(\Omega_{E}\right) \rtimes \mathbb{F}
$$

such that

$$
\varphi\left(s_{a}\right)=1_{a} \delta_{a}, \quad \forall a \in E^{1} .
$$

In what follows we will denote the already mentioned restriction of the partial Bernoulli action to $\Omega_{E}$ by

$$
\begin{equation*}
\theta_{E}=\left(\left\{D_{g}^{E}\right\}_{g \in G},\left\{\theta_{g}^{E}\right\}_{g \in G}\right), \tag{35.16}
\end{equation*}
$$

By direct inspection, using ( $\mathbb{4 . 8}$ ), it is easy to see that

$$
\begin{equation*}
\omega_{0}=\{1\}, \tag{35.17}
\end{equation*}
$$

is an element of $\Omega_{E}$. Since $\omega_{0}$ does not lie in any $D_{g}^{E}$ (see ( $\sqrt{\square}$ ) ), for $g \neq 1$, we have that $\left\{\omega_{0}\right\}$ is an invariant subset of $\Omega_{E}$, whence its complement is an open invariant set.

This moreover implies that $C_{0}\left(\Omega_{E} \backslash\left\{\omega_{0}\right\}\right)$ is an invariant ideal of $C\left(\Omega_{E}\right)$, whence $C_{0}\left(\Omega_{E} \backslash\left\{\omega_{0}\right\}\right) \rtimes \mathbb{F}$ is an ideal in $C\left(\Omega_{E}\right) \rtimes \mathbb{F}$ by ( $\left.\mathbb{R} \mathbb{W}\right)$.
35.18. Theorem. In the context of (3.5. . 3 ), the restriction of $\varphi$ to $\mathcal{T}_{E}$ is an isomorphism from $\mathcal{T}_{E}$ onto $C_{0}\left(\Omega_{E} \backslash\left\{\omega_{0}\right\}\right) \rtimes \mathbb{F}$.
Proof. As already seen, we have that $\omega_{0} \notin D_{a}^{E}$, for every edge $a$, whence $D_{a}^{E} \subseteq \Omega_{E} \backslash\left\{\omega_{0}\right\}$. Consequently

$$
1_{a} \delta_{a} \in C_{0}\left(\Omega_{E} \backslash\left\{\omega_{0}\right\}\right) \rtimes \mathbb{F}
$$

showing that $\varphi\left(\mathcal{T}_{E}\right)$ is contained in $C_{0}\left(\Omega_{E} \backslash\left\{\omega_{0}\right\}\right) \rtimes \mathbb{F}$. By ( $\left.\Sigma \mathcal{D N}_{2}\right)$ we have that

$$
\frac{C\left(\Omega_{E}\right) \rtimes \mathbb{F}}{C_{0}\left(\Omega_{E} \backslash\left\{\omega_{0}\right\}\right) \rtimes \mathbb{F}} \simeq C\left(\left\{\omega_{0}\right\}\right) \rtimes \mathbb{F}
$$

which is a one-dimensional algebra given that the intersection of the $D_{g}^{E}$ with $\left\{\omega_{0}\right\}$ is empty, except for when $g=1$. Thus, the co-dimension of $C_{0}\left(\Omega_{E} \backslash\left\{\omega_{0}\right\}\right) \rtimes \mathbb{F}$ in $C\left(\Omega_{E}\right) \rtimes \mathbb{F}$ is the same as the co-dimension of $\mathcal{T}_{E}$ in $\widetilde{\mathcal{T}}_{E}$, both being equal to 1 . Since $\varphi$ is an isomorphism, one then sees that $\varphi\left(\mathcal{T}_{E}\right)$ must coincide with in $C_{0}\left(\Omega_{E} \backslash\left\{\omega_{0}\right\}\right) \rtimes \mathbb{F}$.

Notes and remarks. In 1980, Enomoto and Watatani [40] realized that certain properties of the recently introduced Cuntz-Krieger C*-algebras [Z母] could be described by notions from graph theory. Seventeen years later, Kumjian, Pask, Raeburn and Renault [ [ $\mathbb{4}$ ] began studying C*-algebras for certain infinite graphs, in the wake of which many authors established an intense area of research going by the name of "graph C*-algebras". Definition (5.5.]) first appeared in [6.3]. It was inspired by ideas from [4]] and [56]. The reader will find a long list of references for the theory of graph $\mathrm{C}^{*}$-algebras in [4:3].

## 36. PATH SPACES

The definition of the spectrum of a set of relations given in ( $\boxed{4.8}$ ) is a one-size-fits-all description, having many applications to concrete examples, such as the various $\mathrm{C}^{*}$-algebras associated to semigroups of isometries and the Toeplitz C*-algebra of a graph studied above. However experience shows that, once we have focused on a specific example, the description of $\Omega_{\mathcal{R}}$ given in its formal definition may often be greatly simplified, leading to a much more intuitive and geometrically meaningful picture of this space.

The purpose of this chapter is thus to develop a careful analysis of the spectrum $\Omega_{E}$ of the relations leading up to $\widetilde{\mathcal{T}}_{E}$, as described in (

- As above, we will continue working with a fixed graph $E$ without sinks. Since $\Omega_{E}$ is a subset of $\{0,1\}^{\mathbb{F}}=\mathscr{P}(\mathbb{F})$, each $\omega \in \Omega_{E}$ may be viewed as a subset of $\mathbb{F}$. A useful mental picture of an element $\omega$ in $\Omega_{E}$ is thus to imagine the vertices of the Cayley graph of $\mathbb{F}$ painted black whenever they correspond to an element in $\omega$.


Observing that $\Omega_{E}$ is a subspace of the space $\Omega_{1}$ defined in ( $\square$ ( $)$ ), every $\omega \in \Omega_{E}$ is a subset of $\mathbb{F}$ containing the unit group element, so the vertex of the Cayley graph corresponding to 1 will always be painted black. Moreover, the presence of relations $\mathcal{R}_{\text {sat }}$ imply that every $\omega$ is convex, according to
( $\boxed{4.20]) \text {, and one may easily show that the abstract notion of convexity given }}$ in ( $\boxed{\boxed{4}, \sqrt{9} . あ) ~ c o i n c i d e s ~ w i t h ~ t h e ~ c o r r e s p o n d i n g ~ g e o m e t r i c ~ n o t i o n . ~}$

Our alternative description of the elements $\omega$ belonging to $\Omega_{E}$ will be aided by the following concept:
36.1. Definition. Let $\omega \in \Omega_{1}$, and let $g \in \omega$. The local configuration of $\omega$ at $g$ is the set

$$
\operatorname{loc}_{g}(\omega)=\{h \in \mathbb{F}:|h|=1, g h \in \omega\}
$$

Since the vertices in the Cayley graph adjacent to a given $g$ are precisely those of the form $g h$, with $|h|=1$, the local configuration of $\omega$ at $g$ determines which of the adjacent vertices correspond to elements belonging to $\omega$. Also notice that the condition $|h|=1$ implies that $h$ is either an edge or the inverse of an edge. Therefore $\operatorname{loc}_{g}(\omega) \subseteq E^{1} \cup\left(E^{1}\right)^{-1}$, where the inverse is evidently taken with respect to the group structure of $\mathbb{F}$.
36.2. Proposition. A given $\omega \in \Omega_{1}$ lies in $\Omega_{E}$ if and only if $\omega$ is convex, and for all $g$ in $\omega$, the local configuration of $\omega$ at $g$ is of one of the following mutually exclusive types:
(a) there is an edge $a \in E^{1}$, such that

$$
\operatorname{loc}_{g}(\omega)=\{a\} \cup\left\{b^{-1}: b \in E^{1}, d(b)=r(a)\right\}
$$

(b) there is a vertex $v \in E^{0}$, such that

$$
\operatorname{loc}_{g}(\omega)=\quad\left\{b^{-1}: b \in E^{1}, d(b)=v\right\}
$$

(c) $\operatorname{loc}_{g}(\omega)$ is the empty set.

Proof. Let us first prove the only if part, so let us suppose that $\omega \in \Omega_{E}$. Since the relations involved in the definition of $\Omega_{E}$ (see (5.5. . we have that $\Omega_{E} \subseteq \Omega_{\mathcal{R}_{\text {sat }}}$, so $\omega$ is in $\Omega_{\mathcal{R}_{\text {sat }}}$ and then (4.27) implies that $\omega$ is convex.

Let us now suppose that we are given $g$ in $G$, and there exists an edge $a \in \operatorname{loc}_{g}(\omega)$. If so, we claim that the local configuration of $\omega$ at $g$ is of type (a). In fact, suppose by contradiction that some other edge $b$ lies in $\operatorname{loc}_{g}(\omega)$. Then, taking relation ( 5.5 L 2 Vv ) into account, one sees that the function

$$
f=\varepsilon_{a} \varepsilon_{b}
$$

(see $(\mathbb{4 . 8}))$ lies in $\mathcal{F}_{\mathcal{R}_{E}}$, whence

$$
0=f\left(g^{-1} \omega\right)=\left[a \in g^{-1} \omega\right]\left[b \in g^{-1} \omega\right]=[g a \in \omega][g b \in \omega]
$$

and since $g a \in \omega$, it follows that $g b \notin \omega$, whence $b \notin \operatorname{loc}_{g}(\omega)$. This proves that $a$ is the only edge (as opposed to the inverse of an edge) lying in $\operatorname{loc}_{g}(\omega)$.

Let us now prove that $b^{-1} \in \operatorname{loc}_{g}(\omega)$, whenever the edge $b$ is such that $d(b)=r(a)$. Under these conditions relation (3.5.工.inil) is in $\mathcal{R}_{E}$, so the function

$$
f=\varepsilon_{a}-\varepsilon_{a} \varepsilon_{b^{-1}}=\varepsilon_{a}\left(1-\varepsilon_{b^{-1}}\right)
$$

lies in $\mathcal{F}_{\mathcal{R}_{E}}$, whence

$$
\begin{gathered}
0=f\left(g^{-1} \omega\right)=\left[a \in g^{-1} \omega\right]\left(1-\left[b^{-1} \in g^{-1} \omega\right]\right)= \\
=[g a \in \omega]\left(1-\left[g b^{-1} \in \omega\right]\right)
\end{gathered}
$$

Since $g a \in \omega$, it follows that $g b^{-1} \in \omega$, so $b^{-1} \in \operatorname{loc}_{g}(\omega)$, as desired.
To conclude the proof of the claim that the local configuration of $\omega$ at $g$ is of type (a), it now suffices to prove that $b^{-1} \notin \operatorname{loc}_{g}(\omega)$, whenever $d(b) \neq r(a)$. Using that $r(a)$ is not a sink, choose $c \in E^{1}$ such that $d(c)=r(a)$, so $c^{-1} \in \operatorname{loc}_{g}(\omega)$ by the previous paragraph. We then have that $d(c) \neq d(b)$, so relation (35.ل2.لil) applies and letting

$$
f=\varepsilon_{b^{-1}} \varepsilon_{c^{-1}}
$$

we have

$$
0=f\left(g^{-1} \omega\right)=\left[b^{-1} \in g^{-1} \omega\right]\left[c^{-1} \in g^{-1} \omega\right]=\left[g b^{-1} \in \omega\right]\left[g c^{-1} \in \omega\right]
$$

Since $g c^{-1} \in \omega$, as seen above, we have that $g b^{-1} \notin \omega$, and consequently $b^{-1} \notin \operatorname{loc}_{g}(\omega)$.

This proves the claim under the assumption that $\operatorname{loc}_{g}(\omega)$ contains an edge, so let us suppose the contrary. If $\operatorname{loc}_{g}(\omega)$ is empty, the proof is over, so we are left with the case in which $b^{-1}$ lies in $\operatorname{loc}_{g}(\omega)$ for some edge $b$. Denoting by $v=d(b)$, we have for an arbitrary edge $c$ that

$$
\left[g c^{-1} \in \omega\right]=\left[g c^{-1} \in \omega\right]\left[g b^{-1} \in \omega\right]=\varepsilon_{c^{-1}}\left(g^{-1} \omega\right) \varepsilon_{b^{-1}}\left(g^{-1} \omega\right)=\cdots
$$

Considering the appropriate function in $\mathcal{F}_{\mathcal{R}_{E}}$ related to (35.工...i-17), according to whether or not $d(c)=d(b)$, the above equals

$$
\cdots=[d(c)=d(b)] \varepsilon_{b^{-1}}\left(g^{-1} \omega\right)=[d(c)=v]
$$

which says that $c \in \operatorname{loc}_{g}(\omega)$ if and only if $d(c)=v$. This proves that $\operatorname{loc}_{g}(\omega)$ is of type (b), and hence the proof of the only if part is concluded.

The proof of the converse essentially consists in reversing the arguments above and is left to the reader.

As already observed in ( 3.5 .7 ), the element $\omega_{0}=\{1\}$ is a member of $\Omega_{E}$. By convexity, this is the only element displaying a local configuration of type ( B6.C. $^{2}$ ).

By inspection of the possible local configuration types above one may easily prove the following:
36.3. Proposition. Let $\omega$ be in $\Omega_{E}$, and let $g$ be in $\omega$.
(i) If $\operatorname{loc}_{g}(\omega)$ contains an edge $a$, then

$$
b^{-1} \in \operatorname{loc}_{g}(\omega) \Leftrightarrow d(b)=r(a), \quad \forall b \in E^{1} .
$$

(ii) If $\operatorname{loc}_{g}(\omega)$ contains $c^{-1}$, for some edge $c$, then

$$
b^{-1} \in \operatorname{loc}_{g}(\omega) \Leftrightarrow d(b)=d(c), \quad \forall b \in E^{1} .
$$

We now begin to work towards giving a description of the elements of $\Omega_{E}$ based on local configurations.
36.4. Lemma. Let $\omega$ be in $\Omega_{E}$, and let $g$ be in $\omega$. Given a finite path $\nu$, with $m:=|\nu| \geq 1$, and $\nu_{m}^{-1} \in \operatorname{loc}_{g}(\omega)$, then $g \nu^{-1} \in \omega$.
Proof. We prove by (backwards) induction that $\mu \nu_{m}^{-1} \nu_{m-1}^{-1} \cdots \nu_{k}^{-1} \in \omega$, for every $k$. By the definition of local configurations it is immediate that $g \nu_{m}^{-1} \in$ $\omega$. Now supposing that $k_{0} \leq m$, and

$$
\mu \nu_{m}^{-1} \nu_{m-1}^{-1} \ldots \nu_{k}^{-1} \in \omega, \quad \forall k \geq k_{0}
$$

let $h=\mu \nu_{m}^{-1} \nu_{m-1}^{-1} \ldots \nu_{k_{0}}^{-1}$. Then $\nu_{k_{0}} \in \operatorname{loc}_{h}(\omega)$, and $d\left(\nu_{k_{0}-1}\right)=r\left(\nu_{k_{0}}\right)$, so $\nu_{k_{0}-1}^{-1}$ is in $\operatorname{loc}_{h}(\omega)$ by (36.3.1), meaning that

$$
\omega \ni h \nu_{k_{0}-1}^{-1}=\mu \nu_{m}^{-1} \nu_{m-1}^{-1} \ldots \nu_{k_{0}}^{-1} \nu_{k_{0}-1}^{-1},
$$

as desired.
In our next main result we will use the above local description of the elements in $\Omega_{E}$ to give a parametrization of $\Omega_{E}$ by the set of all (finite and infinite) paths. In order to do this we must first fine tune our interpretation of finite paths as elements of $\mathbb{F}$ : if $\alpha$ is a finite path of positive length, then we may write $\alpha=\alpha_{1} \alpha_{2} \ldots \alpha_{n}$, and there is really only one way to see $\alpha$ as an element in $\mathbb{F}$, namely as the product of the $\alpha_{i}$. However, when $\alpha$ has length zero then it consists of a single vertex and we will adopt the perhaps not so obvious convention that $\alpha$ represents the unit element of $\mathbb{F}$. This is not to say that we are identifying all paths of length zero with one another, the convention only applying when paths are seen as elements of $\mathbb{F}$.

The correspondence, about to defined, of elements of $\mathbb{F}$ with paths in $E$, will send each path $\alpha$ to the subset $\omega_{\alpha}$ introduced below:
36.5. Definition. Given $\alpha \in E^{\sharp}$, let $\omega_{\alpha}$ be the subset of $\mathbb{F}$ defined by

$$
\omega_{\alpha}=\left\{\mu \nu^{-1}: \mu, \nu \in E^{*}, d(\mu)=d(\nu), \mu \text { is a prefix of } \alpha\right\} .
$$

Taking $\mu$ to be the range of $\alpha$, considered as a path of length zero, as well as a prefix of $\alpha$, one sees that $\omega_{\alpha}$ contains every element of the form $\nu^{-1}$, where $\nu$ is a path with $d(\nu)=r(\alpha)$. Likewise, if $\mu$ is any prefix of $\alpha$, then, taking $\nu$ to be the path of length zero consisting of the vertex $d(\mu)$, we see that $\mu$ is in $\omega_{\alpha}$.

Let us now discuss the reduced form of elements in $\omega_{\alpha}$.
36.6. Proposition. For any $\alpha \in E^{\sharp}$, and for every $g \in \omega_{\alpha}$, there are $\mu, \nu \in$ $E^{*}$ such that
(i) $g=\mu \nu^{-1}$,
(ii) $\ell(g)=|\mu|+|\nu|$,
(iii) $d(\mu)=d(\nu)$, and
(iv) $\mu$ is a prefix of $\alpha$.

Proof. Given $g=\mu \nu^{-1} \in \omega_{\alpha}$, as in (56.4), there is nothing to do in case $|\mu|$ or $|\nu|$ vanish. So we may assume that $|\mu|$ and $|\nu|$ are both at least equal to 1 , and we may then write write $\mu=\mu_{1} \mu_{2} \ldots \mu_{n}$, and $\nu=\nu_{1} \nu_{2} \ldots \nu_{m}$, with the $\mu_{i}$ and the $\nu_{j}$ in $E^{1}$, whence

$$
g=\mu_{1} \mu_{2} \ldots \mu_{n-1} \mu_{n} \nu_{m}^{-1} \nu_{m-1}^{-1} \ldots \nu_{2}^{-1} \nu_{1}^{-1}
$$

If $\mu_{n} \neq \nu_{m}$, then $g$ is in reduced form, so $\ell(g)=|\mu|+|\nu|$, as needed.
Otherwise let us use induction on $|\mu|+|\nu|$. So, supposing that $\mu_{n}=\nu_{m}$, we may clearly cancel out the term " $\mu_{n} \nu_{m}^{-1}$ " above, and we are then left with $g=\mu^{\prime} \nu^{\prime-1}$, where $\mu^{\prime}=\mu_{1} \mu_{2} \ldots \mu_{n-1}$, and $\nu^{\prime}=\nu_{1} \nu_{2} \ldots \nu_{m-1}$. In this case, notice that

$$
d\left(\mu^{\prime}\right)=d\left(\mu_{n-1}\right)=r\left(\mu_{n}\right)=r\left(\nu_{m}\right)=d\left(\nu_{m-1}\right)=d\left(\nu^{\prime}\right),
$$

so $\mu^{\prime}$ and $\nu^{\prime}$ satisfy the conditions required of $\mu$ and $\nu$ in the definition of $\omega_{\alpha}$, and the proof follows by induction.

In fact we still need to take into account the case in which $m$ or $n$ coincide with 1 , since e.g. when $m=1$, there is no $\nu_{m-1}$. Under this situation we may still cancel out the term " $\mu_{n} \nu_{m}^{-1 "}$ ", so that $g=\mu^{\prime} \nu^{\prime-1}$, where $\mu^{\prime}$ is as above and $\nu^{\prime}$ is the path of length zero consisting of the vertex $d\left(\mu_{n-1}\right)$.

If, instead, one had $n=1$, we could take $\mu^{\prime}=d\left(\nu_{m-1}\right)$ and $\nu^{\prime}$, as above, observing that

$$
\mu^{\prime}=d\left(\nu_{m-1}\right)=r\left(\nu_{m}\right)=r\left(\mu_{1}\right)=r(\mu)=r(\alpha)
$$

so $\mu^{\prime}$ is still a prefix of $\alpha$ and we could proceed as above. Of course this still leaves out the case in which $n=m=1$, but then $g=1$ and it is enough to take $\mu=\nu=r(\alpha)$.

As we will soon find out, the elements of $\mathbb{F}$ of the form described in (56.6) have a special importance to us. We shall thus introduce a new concept to highlight these elements.
36.7. Definition. Given $g$ in $\mathbb{F}$ of the form $g=\mu \nu^{-1}$, where $\mu, \nu \in E^{*}$, we will say that $g$ is in standard form if conditions (56.6i1-iلil) are satisfied.

The following is the main technical result leading up to our concrete description of $\Omega_{E}$.
36.8. Theorem. For each finite or infinite path $\alpha$, one has that $\omega_{\alpha}$ belongs to $\Omega_{E}$. In addition, the correspondence $\alpha \mapsto \omega_{\alpha}$ is a one-to-one mapping from $E^{\sharp}$ onto $\Omega_{E} \backslash\left\{\omega_{0}\right\}$, where $\omega_{0}$ is defined in ( $\mathrm{B} . \mathrm{J} 工 \mathrm{~J}$ ).

Proof. By checking convexity and analyzing local configurations it is easy to use (56.2) in order to prove that $\omega_{\alpha}$ is in $\Omega_{E} \backslash\left\{\omega_{0}\right\}$, for every $\alpha$ in $E^{\sharp}$. It is also evident that the mapping referred to in the statement is injective.

In order to prove surjectivity, let $\omega \in \Omega_{E} \backslash\left\{\omega_{0}\right\}$, and define

$$
\omega_{+}=\omega \cap \mathbb{F}_{+},
$$

where $\mathbb{F}_{+}$is the positive cone ${ }^{45}$ of $\mathbb{F}$. We claim that any

$$
\alpha=\alpha_{1} \alpha_{2} \ldots \alpha_{n} \in \omega_{+}
$$

where each $\alpha_{i}$ is an edge, and $n \geq 1$, is necessarily a path. In fact, for every $i=1, \ldots, n-1$, notice that, by convexity, $g:=\alpha_{1} \alpha_{2} \ldots \alpha_{i} \in \omega_{+}$, and

$$
\alpha_{i}^{-1}, \alpha_{i+1} \in \operatorname{loc}_{g}(\omega)
$$

The local configuration of $\omega$ at $g$ is therefore of type (56.2.a), since it contains an edge, whence $d\left(\alpha_{i}\right)=r\left(\alpha_{i+1}\right)$, proving that $\alpha$ is indeed a path.

We next claim that, given any two finite paths $\alpha, \beta \in \omega_{+}$, with $1 \leq|\alpha| \leq$ $|\beta|$, then necessarily $\alpha$ is a prefix of $\beta$. Otherwise let $i$ be the smallest integer such that $\alpha_{i} \neq \beta_{i}$. Again by convexity we have that

$$
g:=\alpha_{1} \alpha_{2} \ldots \alpha_{i-1}=\beta_{1} \beta_{2} \ldots \beta_{i-1} \in \omega_{+},
$$

(in case $i=0$, then $g$ is to be interpreted as 1 ), and $\alpha_{i}, \beta_{i} \in \operatorname{loc}_{g}(\omega)$.
Including two different edges, $\operatorname{loc}_{g}(\omega)$ fails to be of any of the types described in ( 56.7 ), thus bringing about a contradiction. This proves that $\alpha$ is a prefix of $\beta$, as desired.

We will now build a path $\alpha$ which will later be proven to satisfy $\omega=\omega_{\alpha}$.
(i) Assuming that the set of finite paths of positive length in $\omega_{+}$is finite and nonempty, we let $\alpha$ be the longest such path.
(ii) Should there exist arbitrarily long paths in $\omega_{+}$, we let $\alpha$ be the infinite path whose prefixes are the finite paths in $\omega$.
(iii) In case $\omega$ contains no path of positive length, then the local configuration of $\omega$ at 1 is necessarily of type ( $36.2 . \square 1)$ (it cannot be of type ( $56.2 . \mathrm{C})$ since $\omega$ is convex and $\omega \neq \omega_{0}$ ). In this case we put $\alpha=v$, where $v$ is the vertex referred to in (36.2.7).

[^36]As already indicated, we will prove that $\omega_{\alpha}=\omega$. By construction it is clear that $\omega_{\alpha} \cap \mathbb{F}_{+}=\omega \cap \mathbb{F}_{+}$. Therefore, for any $g$ in $\mathbb{F}_{+}$, we have that $g \in \omega$, if and only if $g$ is a prefix of $\alpha$.

In order to prove that $\omega_{\alpha} \subseteq \omega$, pick any $g \in \omega_{\alpha}$, and write $g=\mu \nu^{-1}$, with $\mu$ a prefix of $\alpha$ and $\nu$ a path with $d(\mu)=d(\nu)$.

If $|\nu|=0$, then $g$ is a prefix of $\alpha$, so $g$ is in $\omega$. We therefore suppose that

$$
\nu=\nu_{1} \nu_{2} \ldots \nu_{m}
$$

where $m \geq 1$.
CASE 1. Assuming that $n:=|\mu| \geq 1$, we have that $\mu$ is in $\omega$. Moreover $\mu_{n}^{-1} \in \operatorname{loc}_{\mu}(\omega)$, and $d\left(\mu_{n}\right)=d(\mu)=d(\nu)=d\left(\nu_{m}\right)$. Therefore $\nu_{m}^{-1} \in \operatorname{loc}_{g}(\omega)$ by (56.3il). Employing (56.4) we then have that $g=\mu \nu^{-1} \in \omega$.
CASE 2. Assuming that $|\mu|=0$, we have that $\mu=v$, for some vertex $v$. The fact that $\mu$ is a prefix of $\alpha$ in this case means that $v=r(\alpha)$, therefore

$$
d\left(\nu_{m}\right)=d(\nu)=d(\mu)=v=r(\alpha)
$$

Temporarily assuming that $|\alpha| \geq 1$, we then have that $\alpha_{1} \in \operatorname{loc}_{1}(\omega)$, and $d\left(\nu_{m}\right)=r\left(\alpha_{1}\right)$, so $\nu_{m}^{-1} \in \operatorname{loc}_{1}(\omega)$, by (56.31). Another application of (56.4) then gives

$$
\omega \ni 1 \nu^{-1}=\mu \nu^{-1}=g
$$

Still under case (2), but now assuming that $|\alpha|=0$, write $\alpha=v$, for some vertex $v$. This implies that we are under situation (iii) above, whence the local configuration of $\omega$ at 1 is of type (36.2.ط). We then have by definition that $\operatorname{loc}_{1}(\omega)=\left\{b^{-1}: b \in E^{1}, d(b)=v\right\}$. Observe that

$$
d\left(\nu_{m}\right)=d(\nu)=d(\mu)=d(\alpha)=v
$$

so $\nu_{m}^{-1} \in \operatorname{loc}_{1}(\omega)$, and again by (5.4) we conclude that $\omega \ni 1 \nu^{-1}=\mu \nu^{-1}=g$.
This concludes the proof that $\omega_{\alpha} \subseteq \omega$, so we are left with the task of proving the reverse inclusion. Thus, let $g \in \omega$, and write

$$
g=x_{1} x_{2} \ldots x_{n}
$$

in reduced form. We claim that there is no $i$ for which $x_{i} \in\left(E^{1}\right)^{-1}$ and $x_{i+1} \in E^{1}$. Otherwise, write $x_{i}=a^{-1}$, and $x_{i+1}=b$, with $a$ and $b$ in $E^{1}$, and let $g=x_{1} x_{2} \ldots x_{i}$. Then, by convexity,

$$
g, g a, g b \in \omega
$$

whence $a, b \in \operatorname{loc}_{g}(\omega)$. This results in a local configuration with two distinct edges, contradicting ( 56.7 ). Therefore we see that the factors of the reduced form of $g$ lying in $E^{1}$ must be to the left of those lying in $\left(E^{1}\right)^{-1}$. In other words

$$
g=\mu \nu^{-1}
$$

where $\mu$ and $\nu$ are in $\mathbb{F}_{+}$. One may now easily employ (56.3) to prove that $\mu$ and $\nu$ are paths, and also that $d(\mu)=d(\nu)$. By convexity we see that $\mu$ is in $\omega$, hence $\mu$ is a prefix of $\alpha$. Consequently $g \in \omega_{\alpha}$, thus verifying that $\omega \subseteq \omega_{\alpha}$, and hence concluding the proof.

In order to obtain a model for $\Omega_{E}$ in terms of paths which accounts for the exceptional element $\omega_{0}$, we make the following:

### 36.9. Definition.

(a) We fix any element in the universe not belonging to $E^{\sharp}$, denote it by $\varnothing$, and call it the empty path ${ }^{46}$.
(b) No path in $E^{\sharp}$ is considered to be a prefix of $\varnothing$.
(c) The full path space of $E$ is the set $\widetilde{E}^{\sharp}=E^{\sharp} \cup\{\varnothing\}$.
(d) Given any $\omega \in \Omega_{E} \backslash\left\{\omega_{0}\right\}$, the stem of $\omega$, denoted $\sigma(\omega)$, is the unique element $\alpha$ in $E^{\sharp}$, such that $\omega_{\alpha}=\omega$, according to ([6.母).
(e) The stem of $\omega_{0}$ is defined to be the empty path $\varnothing$.

The stem may then be seen as a function

$$
\sigma: \Omega_{E} \rightarrow \widetilde{E}^{\sharp},
$$

which is bijective thanks to ([6.7).
The restriction of the partial Bernoulli action to $\Omega_{E}$, which gives rise to $\widetilde{\mathcal{T}}_{E}$ according to ( BLD 5 ), may therefore be transferred via the stem function over to $\widetilde{E}^{\sharp}$. It is our next goal to give a concrete description of this partial action. We begin with a technical result.
36.10. Lemma. Let $g$ be any element of $\mathbb{F} \backslash\{1\}$. Then:
(i) If $D_{g}^{E}$ is nonempty, then $g$ admits a standard form $g=\mu \nu^{-1}$ (see Definition (36.7)),
(ii) If $g=\mu \nu^{-1}$ is in standard form then

$$
\sigma\left(D_{g}^{E}\right)=X_{\mu}:=\left\{\alpha \in E^{\sharp}: \mu \text { is a prefix of } \alpha\right\} .
$$

Proof. Assuming that $D_{g}^{E}$ is nonempty, let $\omega \in D_{g}^{E}$, and let $\alpha=\sigma(\omega)$. So

$$
g \stackrel{\text { (I4+1) }}{\epsilon} \omega=\omega_{\alpha},
$$

and point (i) follows from (56.6).
In order to prove (ii), let $\omega \in D_{g}^{E}$, and let $\alpha=\sigma(\omega)$. Since $g \in \omega=\omega_{\alpha}$, we conclude from (56.6) that there is a prefix of $\alpha$, say $\mu^{\prime}$, and a finite path $\nu^{\prime}$ with $d\left(\mu^{\prime}\right)=d\left(\nu^{\prime}\right)$, such that

$$
g=\mu \nu^{-1}=\mu^{\prime} \nu^{\prime-1}
$$

[^37]and $\ell(g)=\left|\mu^{\prime}\right|+\left|\nu^{\prime}\right|$. By uniqueness of reduced forms, we conclude that $\mu=\mu^{\prime}$, and $\nu=\nu^{\prime}$. In particular $\mu$ is a prefix of $\alpha$, so
$$
\sigma(\omega)=\alpha \in X_{\mu} .
$$

This proves that $\sigma\left(D_{g}^{E}\right) \subseteq X_{\mu}$. In order to prove the reverse inclusion, let $\alpha \in X_{\mu}$. Then $\mu$ is a prefix of $\alpha$, so it is clear from the definition of $\omega_{\alpha}$ that $g \in \omega_{\alpha}$, which in turn implies by ( $\mathbb{\square 4}$ (1) that $\omega_{\alpha} \in D_{g}^{E}$. Therefore

$$
\alpha=\sigma\left(\omega_{\alpha}\right) \in \sigma\left(D_{g}^{E}\right) .
$$

Having understood the mirror images of the $D_{g}^{E}$ through the stem function, we will now describe the corresponding partial action on the path space.
36.11. Proposition. Given $g=\mu \nu^{-1}$ in standard form, consider the mapping

$$
\tau_{\mu, \nu}: \nu \gamma \in X_{\nu} \mapsto \mu \gamma \in X_{\mu},
$$

Then the diagram

commutes.
Proof. Given any $\omega$ in $D_{g^{-1}}^{E}$, let

$$
\alpha=\sigma(\omega), \quad \text { and } \quad \beta=\sigma(g \omega) .
$$

Then $\alpha \in X_{\nu}$, and $\beta \in X_{\mu}$, so we may write

$$
\alpha=\nu \gamma, \quad \text { and } \quad \beta=\mu \delta,
$$

for suitable paths $\gamma$ and $\delta$.
Given any finite prefix $\gamma^{\prime}$ of $\gamma$, notice that $\nu \gamma^{\prime}$ is a prefix of $\alpha=\nu \gamma$, whence $\nu \gamma^{\prime} \in \omega$, and

$$
g \omega \ni g \nu \gamma^{\prime}=\mu \gamma^{\prime},
$$

so we conclude that $\mu \gamma^{\prime}$ is a prefix of $\beta$. Since $\gamma^{\prime}$ may be taken to be equal to $\gamma$ when $\gamma$ is finite, or arbitrarily large if $\gamma$ is infinite, we conclude that $\mu \gamma$ is a prefix of $\beta=\mu \delta$, whence $\gamma$ is a prefix of $\delta$.

By repeating the above reasoning relative to $g^{-1}$, we similarly conclude that $\delta$ must be a prefix of $\gamma$, which is to say that $\gamma=\delta$. Therefore

$$
\tau_{\mu, \nu}(\alpha)=\tau_{\mu, \nu}(\nu \gamma)=\mu \gamma=\mu \delta=\beta
$$

concluding the proof.

We will now describe a topology on $\widetilde{E}^{\sharp}$, relative to which the stem is a homeomorphism. Before doing this, let us observe that, since $\Omega_{E}$ is a topological subspace of the product space $\{0,1\}^{\mathbb{F}}$, its topology is generated by the inverse images of open subsets of $\{0,1\}$, under the canonical projections,

$$
\pi_{g}: \Omega_{E} \subseteq\{0,1\}^{\mathbb{F}} \rightarrow\{0,1\}
$$

for $g \in \mathbb{F}$. The topology of $\{0,1\}$, in turn, is generated by the open subsets $\{0\}$ and $\{1\}$, so we may generate the topology of $\Omega_{E}$ using the sets

$$
\pi_{g}^{-1}(\{0\}), \quad \text { and } \quad \pi_{g}^{-1}(\{1\}),
$$

for all $g$ in $\mathbb{F}$. Under our identification of $\{0,1\}^{\mathbb{F}}$ with the set $\mathscr{P}(\mathbb{F})$ of all subsets of $\mathbb{F}$, recall from (ธ母) that the $\pi_{g}$ are given by $\pi_{g}(\omega)=[g \in \omega]$. We then have by (

$$
\pi_{g}^{-1}(\{1\})=D_{g}^{E}, \quad \text { and } \quad \pi_{g}^{-1}(\{0\})=\Omega_{E} \backslash D_{g}^{E}
$$

So we see that the topology of $\Omega_{E}$ is generated by the $D_{g}^{E}$ and their complements. However, by (36.10.ل) we need only care for these when $g$ admits a standard form.
36.12. Proposition. Consider the topology on $\widetilde{E}^{\sharp}$ generated by all of the $X_{\mu}$, together with their complements relative to $\widetilde{E}^{\sharp}$, where $\mu$ ranges in $E^{*}$. Then the stem

$$
\sigma: \Omega_{E} \rightarrow \widetilde{E}^{\sharp}
$$

is a homeomorphism, and consequently $\widetilde{E}^{\sharp}$ is a compact, Hausdorff, totally disconnected topological space.
Proof. Follows immediately from (36](1) and the above comments about the topology of $\Omega_{E}$.
36.13. Summarizing, let us give a detailed description of the restricted partial Bernoulli action on $\Omega_{E}$, once the latter is identified with the full path space of $E$.
(a) The acting group is the free group $\mathbb{F}$ on the set $E^{1}$ of edges in our graph,
(b) The space $\widetilde{E}^{\sharp}$ consists of all finite and infinite paths on $E$, plus a so called empty path $\varnothing$. Thus

$$
\widetilde{E}^{\sharp}=E^{\sharp} \cup\{\varnothing\}=E^{*} \cup E^{\infty} \cup\{\varnothing\} .
$$

(c) For each $g$ in $\mathbb{F}$ admitting a standard form $g=\mu \nu^{-1}$, we set

$$
\widetilde{E}_{g}^{\sharp}=X_{\mu}=\left\{\alpha \in E^{\sharp}: \mu \text { is a prefix of } \alpha\right\} .
$$

(d) For each $g$ in $F$ not admitting a standard form, we let $\widetilde{E}_{g}^{\sharp}$ be the empty set.
(e) For each $g$ in $\mathbb{F}$ admitting a standard form $g=\mu \nu^{-1}$, we let $\tau_{g}$ be the partial homeomorphism of $\widetilde{E}^{\sharp}$ given by

$$
\begin{gathered}
\tau_{g}=\tau_{\mu, \nu}: \nu \gamma \in X_{\nu} \longmapsto \mu \gamma \in X_{\mu} . \\
\| \\
\widetilde{E}_{g^{-1}}^{\sharp}
\end{gathered}
$$

(f) For each $g$ in $\mathbb{F}$ not admitting a standard form, we let $\tau_{g}$ be the empty map from the empty set $\widetilde{E}_{g^{-1}}^{\sharp}$ to the empty set $\widetilde{E}_{g}^{\sharp}$.

We thus obtain a topological partial action

$$
\tau=\left(\left\{\widetilde{E}_{g}^{\sharp}\right\}_{g \in \mathbb{F}}, \quad\left\{\tau_{g}\right\}_{g \in \mathbb{F}}\right)
$$

of $\mathbb{F}$ on $\widetilde{E}^{\sharp}$, which is evidently topologically equivalent to the restriction of the partial Bernoulli action to $\Omega_{E}$.

Since equivalent partial actions clearly give rise to isomorphic crossed products, we have the following immediate consequence of (5.5. $\mathrm{B}_{\text {) }}$ ):
36.14. Theorem. Given a graph $E$ with no sinks, consider the partial action $\tau$ described above. Then there exists a *-isomorphism

$$
\varphi: \widetilde{\mathcal{T}}_{E} \rightarrow C\left(\widetilde{E}^{\sharp}\right) \rtimes \mathbb{F},
$$

such that

$$
\varphi\left(s_{a}\right)=1_{X_{a}} \delta_{a},
$$

for all $a \in E^{1}$.
Since the stem of $\omega_{0}$ coincides with $\varnothing$, we have that $\sigma$ establishes a covariant homeomorphism from $\Omega_{E} \backslash\left\{\omega_{0}\right\}$ onto $\widetilde{E}^{\sharp} \backslash\{\varnothing\}=E^{\sharp}$, so we have, as in ( 3.5 J ) that:
36.15. Theorem. In the context of (36]4), the restriction of $\varphi$ to $\mathcal{T}_{E}$ is an isomorphism from $\mathcal{T}_{E}$ onto $C_{0}\left(E^{\sharp}\right) \rtimes \mathbb{F}$.

Let us take a few moments to discuss the question of compactness of the various spaces appearing above. The starting point is of course the fact the $\Omega_{E}$ is compact by ( 4.9 g ). Being homeomorphic to $\Omega_{E}$ by ( $56 . \square$ ), one also has that $\widetilde{E}^{\sharp}$ is compact.
36.16. Proposition. Let $E$ be a graph without sinks. Then the following are equivalent:
(i) $E^{0}$ is finite,
(ii) $E^{\sharp}$ is compact,
(iii) $\omega_{0}$ is an isolated point in $\Omega_{E}$,
(iv) $\varnothing$ is an isolated point in $\widetilde{E}^{\sharp}$.

Proof. (i) $\Rightarrow$ (iii): For each vertex $v \in E^{0}$, choose an edge $a_{v} \in E^{1}$ such that $d\left(a_{v}\right)=v$, and consider the compact-open subset of $\Omega_{E}$ given by

$$
U_{v}=D_{a_{v}^{-1}}^{E}=\left\{\omega \in \Omega_{E}: a_{v}^{-1} \in \omega\right\} .
$$

By (36.3idi) applied to $g=1$, we see that the definition of $U_{v}$ does not depend on the choice of $a_{v}$. Using (56.2) we than conclude that

$$
\Omega_{E} \backslash\left\{\omega_{0}\right\}=\bigcup_{v \in E^{0}} U_{v}
$$

Assuming that $E^{0}$ is finite, we see that the above union of sets is closed, whence its complement, namely $\left\{\omega_{0}\right\}$, is open, proving $\omega_{0}$ to be an isolated point.
(iii) $\Leftrightarrow$ (iv): Follows immediately from the fact that the stem is a homeomorphism from $\Omega_{E}$ to $\widetilde{E}^{\sharp}$, sending $\omega_{0}$ to $\varnothing$.
(iv) $\Rightarrow$ (ii): If $\varnothing$ is isolated, then

$$
E^{\sharp}=\widetilde{E}^{\sharp} \backslash\{\varnothing\}
$$

is closed in the compact space $\widetilde{E}^{\sharp}$, hence $E^{\sharp}$ is compact.
(ii) $\Rightarrow$ (i): Assuming (ii), the open cover $\left\{X_{v}\right\}_{v \in E^{0}}$ of $E^{\sharp}$ admits a finite subcover, say

$$
E^{\sharp}=X_{v_{1}} \cup X_{v_{2}} \cup \ldots \cup X_{v_{n}}
$$

Given any vertex $v$, viewed as a path of length zero, hence an element of $E^{\sharp}$, there exists some $k$ such that $v \in X_{v_{k}}$, so $v_{k}$ is a prefix of $v$, which is to say that $v_{k}=v$. Thus $E^{0}=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ is a finite set.
36.17. Definition. We shall denote by $\mathscr{B}^{E}$ the semi-direct product bundle for the partial action $\tau$ given in ([6].]3).

As a consequence of ( $56 \sqrt{4}$ ) and ( $\left[6.28\right.$ ), we have that $\widetilde{\mathcal{T}}_{E}$ is isomorphic to the full cross sectional $\mathrm{C}^{*}$-algebra of $\mathscr{B}^{E}$.

Recall from ( $\mathrm{m} . \mathrm{J}$ ) that there exists a semi-saturated partial representation $u$ of $\mathbb{F}$ in $\widetilde{\mathcal{T}}_{E}$, such that $u_{a}=s_{a}$, for all $a \in E^{1}$. Composing $u$ with the isomorphism given in (56.]ld) we obtain a semi-saturated partial representation

$$
v: \mathbb{F} \rightarrow C\left(\widetilde{E}^{\sharp}\right) \rtimes \mathbb{F}
$$

such that

$$
\begin{equation*}
v_{a}=1_{X_{a}} \delta_{a}, \quad \forall a \in E^{1} . \tag{36.18}
\end{equation*}
$$

36.19. Proposition. The Fell bundle $\mathscr{B}^{v}$ associated to the above partial representation $v$, in line with ([6.7), is isomorphic to $\mathscr{B}^{E}$.
Proof. Writing $\mathscr{B}^{E}=\left\{B_{g}^{E}\right\}_{g \in \mathbb{F}}$, we will identify each $B_{g}^{E}$ with the corresponding grading subspace

$$
C_{0}\left(\widetilde{E}_{g}^{\sharp}\right) \delta_{g} \subseteq C\left(\widetilde{E}^{\sharp}\right) \rtimes \mathbb{F} .
$$

With this identification, we will in fact prove that $\mathscr{B}^{v}$ is equal to $\mathscr{B}^{E}$.
By ( 66.8$)$ we clearly have that

$$
v_{g} \in B_{g}^{E}, \quad \forall g \in E^{1},
$$

and, by taking adjoints, this implies that the same holds for all $g$ in $\left(E^{1}\right)^{-1}$.
Given a general element $g$ in $\mathbb{F}$, write $g=x_{1} \cdots x_{n}$ in reduced form, that is, each $x_{i}$ lies in $E^{1} \cup\left(E^{1}\right)^{-1}$, and $x_{i}^{-1} \neq x_{i+1}$. Then, using the fact that $v$ is semi-saturated, we deduce that

$$
\begin{equation*}
v_{g}=v_{x_{1}} \cdots v_{x_{n}} \in B_{x_{1}}^{E} \cdots B_{x_{n}}^{E} \subseteq B_{x_{1} \cdots x_{n}}^{E}=B_{g}^{E} \tag{36.19.1}
\end{equation*}
$$

If we now suppose that $g=h_{1} \cdots h_{n}$, no longer necessarily in reduced form, we have that

$$
v_{h_{1}} \cdots v_{h_{n}} \in B_{h_{1}}^{E} \cdots B_{h_{n}}^{E} \subseteq B_{h_{1} \cdots h_{n}}^{E}=B_{g}^{E} .
$$

 and the proof will be concluded once we prove that in fact $B_{g}^{v}$ coincides with $B_{g}^{E}$, which is to say that $B_{g}^{E}$ is the closed linear span of the set of elements of the form

$$
v_{h_{1}} \cdots v_{h_{n}}
$$

with $g=h_{1} \cdots h_{n}$.
By definition $\mathcal{T}_{E}$ is generated, as a $\mathrm{C}^{*}$-algebra, by the $s_{a}$, for $a \in E^{1}$, whence $\widetilde{\mathcal{T}}_{E}$ is generated by $\left\{s_{a}: a \in E^{1}\right\} \cup\{1\}$. Consequently $C\left(\widetilde{E}^{\sharp}\right) \rtimes \mathbb{F}$ is generated by $\left\{1_{X_{a}} \delta_{a}: a \in E^{1}\right\} \cup\{1\}$, and evidently also by the range of $v$. Thus, given $y$ in any $B_{g}^{E}$, we may write

$$
y=\lim _{n \rightarrow \infty} y_{n},
$$

where each $y_{n}$ is a linear combination of elements of the form $v_{h_{1}} \cdots v_{h_{n}}$, with $h_{i}$ in $\mathbb{F}$.

Let $P_{g}$ be the composition

$$
P_{g}: C^{*}\left(\mathscr{B}^{E}\right) \xrightarrow{\Lambda} C_{\mathrm{red}}^{*}\left(\mathscr{B}^{E}\right) \xrightarrow{E_{g}} B_{g}^{E},
$$

where $E_{g}$ is the Fourier coefficient operator given by ([I.8). We then have that

$$
y=P_{g}(y)=\lim _{n \rightarrow \infty} P_{g}\left(y_{n}\right) .
$$

By (36.19. ${ }^{2}$ ) it is easy to see that

$$
P_{g}\left(v_{h_{1}} \cdots v_{h_{n}}\right)=\left\{\begin{array}{cl}
v_{h_{1}} \cdots v_{h_{n}}, & \text { if } h_{1} \cdots h_{n}=g \\
0, & \text { otherwise }
\end{array}\right.
$$

So, upon replacing each $y_{n}$ by $P_{g}\left(y_{n}\right)$, we may assume that each $y_{n}$ is a linear combination of elements of the form $v_{h_{1}} \cdots v_{h_{n}}$, with $h_{1} \cdots h_{n}=g$. This implies that $y_{n}$ is in $B_{g}^{v}$, and hence also $y$ is in $B_{g}^{v}$. This shows that $B_{g}^{v}=B_{g}^{E}$, concluding the proof.

A generalization of the above result could be proved for any $\mathrm{C}^{*}$-algebra of the form considered in (10.76), although we shall not pursue this here.

Let us now discuss the question of amenability for $\mathscr{B}^{E}$.
36.20. Theorem. Given a graph $E$ without sinks, one has that
(i) $\mathscr{B}^{E}$ satisfies the approximation property and hence is amenable,
(ii) $C\left(\widetilde{E}^{\sharp}\right) \rtimes \mathbb{F}$ is naturally isomorphic to $C\left(\widetilde{E}^{\sharp}\right) \rtimes_{\text {red }} \mathbb{F}$,
(iii) $C\left(E^{\sharp}\right) \rtimes \mathbb{F}$ is naturally isomorphic to $C\left(E^{\sharp}\right) \rtimes_{\text {red }} \mathbb{F}$,
(iv) $\widetilde{\mathcal{T}}_{E}$ and $\mathcal{T}_{E}$ are nuclear $C^{*}$-algebras.

Proof. We have already seen that the partial representation $u$ of (B.5. $\mathrm{D}_{\text {( }}$ ) is semi-saturated. By ( 5.5 L ل. $)$ we have that $u$ is also orthogonal, in the sense of (20.].3]). Since $v$ is the composition of $u$ with an isomorphism, it is clear that $v$ is also semi-saturated and orthogonal. It therefore follows from (20.].3]) that $\mathscr{B}^{v}$, and hence also $\mathscr{B}^{E}$, satisfy the approximation property.

We then conclude from (20.6) that $\mathscr{B}^{E}$ is amenable, which is to say that the regular representation

$$
\Lambda: C^{*}\left(\mathscr{B}^{E}\right) \rightarrow C_{\mathrm{red}}^{*}\left(\mathscr{B}^{E}\right)
$$

is an isomorphism. So, (ii) follows from the characterization of the full crossed product as a full cross sectional C*-algebra (see ( $[6$ of the reduced crossed product as the reduced cross sectional C*-algebra (see (

As already noticed, $E^{\sharp}$ is an invariant open subset of $\widetilde{E}^{\sharp}$. Thus, if $\mathscr{A}$ denotes the semi-direct product bundle for the restriction of $\tau$ to $E^{\sharp}$, we have that $\mathscr{A}$ is naturally isomorphic to a Fell sub-bundle of $\mathscr{B}^{E}$. Since the unit fiber algebra of $\mathscr{A}$, namely $C_{0}\left(E^{\sharp}\right)$, is an ideal in $C\left(\widetilde{E}^{\sharp}\right)$, the unit fiber algebra of $\mathscr{B}$, we deduce from ( $[\mathbb{L L}, 37$ ) that $\mathscr{A}$ also satisfies the approximation property. Thus (iii) follows as above.

Finally, (iv) follows from ( $\mathrm{C}^{*}$-algebras are nuclear.

Notes and remarks. The partial crossed product description of $\mathcal{T}_{E}$ given in ([6].]) follows the general method adopted in [6] to give a similar description of Cuntz-Krieger algebras for infinite matrices.

## 37. GRAPH C*-ALGEBRAS

Having obtained a description of $\mathcal{T}_{E}$ in terms of a concrete partial dynamical system in (56. ${ }^{\text {D. }}$ ), we will now proceed to giving a similar model for the graph $\mathrm{C}^{*}$-algebra $C^{*}(E)$. There are two methods for doing this, the most obvious and equally effective one being to repeat the above procedure, applying ( $\sqrt[4]{4.5}$ ) to the set of relations defining $C^{*}(E)$, and then reinterpreting the spectrum of these relations as a path space.

For a change we will instead see $C^{*}(E)$ as a quotient of $\mathcal{T}_{E}$, and then we will apply the results of chapter ( $\mathbb{Z}$ ).

- As before, let us fix a graph $E=\left(E^{0}, E^{1}, r, d\right)$, assumed to have no sinks.

Recall that $C^{*}(E)$ is defined in much the same way as $\mathcal{T}_{E}$, the only difference being that relations (35.L.iil) are required to hold in $C^{*}(E)$ but not in $\mathcal{T}_{E}$. These are the relations

$$
p_{v}=\sum_{r(a)=v} s_{a} s_{a}^{*}
$$

for each regular vertex $v \in E^{0}$ (see Definition (5.5.13.iill)).
Since we are working with graphs without sinks, we may phrase these relations in terms of edges only, as follows: given any vertex $v$ as above, choose an edge $b$ such that $d(b)=v$, in which case $p_{v}=s_{b}^{*} s_{b}$, by (35.L. ${ }^{1}$ ). Therefore (35.工.لind) may be rewritten as

$$
\begin{equation*}
s_{b}^{*} s_{b}=\sum_{r(a)=d(b)} s_{a} s_{a}^{*} \tag{37.1}
\end{equation*}
$$

for every $b$ in $E^{1}$ such that $d(b)$ is a regular vertex. These relations actually carry a greater similarity to the original relations studied by Cuntz and Krieger [[]].

Since relations ( 35. the following:
37.2. Proposition. Let $L$ be the closed two-sided ideal in $\mathcal{T}_{E}$ generated by the elements

$$
s_{b}^{*} s_{b}-\sum_{r(a)=d(b)} s_{a} s_{a}^{*},
$$

for every $b$ in $E^{1}$ such that $d(b)$ is a regular vertex. Then there exists a *-isomorphism

$$
\chi: C^{*}(E) \rightarrow \mathcal{T}_{E} / L
$$

sending each canonical generating partial isometry of $C^{*}(E)$, which we henceforth denote by $\tilde{s}_{a}$, to $s_{a}+L$.

Observe that, as a consequence of ( 5.5 Cl ), and of our assumption that $E$ has no sinks, the $\tilde{s}_{a}$ are enough to generate $C^{*}(E)$, whence the isomorphism referred to above is uniquely determined by the fact that

$$
\chi\left(\tilde{s}_{a}\right)=s_{a}+L .
$$

We will now describe the elements of $C_{0}\left(E^{\sharp}\right) \rtimes \mathbb{F}$ corresponding to the above generators of the ideal $L$ via the isomorphism given in ([6].7). As we will see, these lie inside the canonical image of $C_{0}\left(E^{\sharp}\right)$ in the crossed product, so we will be able to characterize the quotient algebra as a partial crossed


Given any edge $b$ in $E^{1}$ such that $d(b)$ is regular, consider the complex valued function on $\widetilde{E}^{\sharp}$ defined by

$$
f_{b}(\alpha)=[d(b) \text { is a prefix of } \alpha]-\sum_{r(a)=d(b)}[a \text { is a prefix of } \alpha], \quad \forall \alpha \in \widetilde{E}^{\sharp},
$$

where brackets correspond to Boolean value. Clearly $f_{b}$ is continuous. Since $\varnothing$ has no prefixes, we see that $f_{b}$ vanishes on $\varnothing$, whence $f_{b} \in C_{0}\left(E^{\sharp}\right)$.

Recalling from (36.10ill ) that $X_{\mu}$ is the set of all finite and infinite paths admitting the given finite path $\mu$ as a prefix, notice that

$$
[\mu \text { is a prefix of } \alpha]=1_{X_{\mu}}(\alpha)
$$

Consequently the function $f_{b}$ defined above may be alternatively described as

$$
f_{b}=1_{X_{d(b)}}-\sum_{r(a)=d(b)} 1_{X_{a}} .
$$

For each edge $a$ in $E^{1}$, notice that the isomorphism $\varphi$ of (56.4) satisfies

$$
\varphi\left(s_{a} s_{a}^{*}\right)=\left(1_{X_{a}} \delta_{a}\right)\left(1_{X_{a}} \delta_{a}\right)^{*} \stackrel{\left(X_{X}\right.}{=} \delta_{1},
$$

and similarly,

$$
\varphi\left(s_{b}^{*} s_{b}\right)=\left(1_{X_{b}} \delta_{b}\right)^{*}\left(1_{X_{b}} \delta_{b}\right)=\tau_{b^{-1}}\left(1_{X_{b}}\right) \delta_{1} .
$$

The standard form of $b^{-1}$ is clearly $d(b) b^{-1}$, from where we see that $\tau_{b^{-1}}\left(1_{X_{b}}\right)=1_{X_{d(b)}}$, so we deduce from the above that

$$
\varphi\left(s_{b}^{*} s_{b}\right)=1_{X_{d(b)}} \delta_{1} .
$$

Interpreting $f_{b}$ within $C_{0}\left(E^{\sharp}\right) \rtimes \mathbb{F}$ via the map $\iota$ introduced in $(\mathbb{\square}, 3)$ then produces

$$
\begin{gathered}
\iota\left(f_{b}\right)=f_{b} \delta_{1}=1_{X_{d(b)}} \delta_{1}-\sum_{r(a)=d(b)} 1_{X_{a}} \delta_{1}= \\
=\varphi\left(s_{b}^{*} s_{b}\right)-\sum_{r(a)=d(b)} \varphi\left(s_{a} s_{a}^{*}\right)=\varphi\left(s_{b}^{*} s_{b}-\sum_{r(a)=d(b)} s_{a} s_{a}^{*}\right),
\end{gathered}
$$

which should be compared with (BCD). As an immediate consequence of ( Bbl ) and ( BC ), we therefore conclude that:
37.3. Proposition. Let $W$ be the subset of $C_{0}\left(E^{\sharp}\right)$ formed by the functions

$$
f_{b}=1_{X_{d(b)}}-\sum_{r(a)=d(b)} 1_{X_{a}},
$$

for each $b \in E^{1}$ such that $d(b)$ is regular. Also let $K$ be the closed two-sided ideal of $C_{0}\left(E^{\sharp}\right) \rtimes \mathbb{F}$ generated by $\iota(W)$. Then the isomorphism $\varphi$ given in (36.1.7) sends the ideal $L$ described in (37.2) onto $K$, and consequently there exists a ${ }^{*}$-isomorphism

$$
\psi: C^{*}(E) \longrightarrow \frac{C_{0}\left(E^{\sharp}\right) \rtimes \mathbb{F}}{K},
$$

such that

$$
\psi\left(\tilde{s}_{a}\right)=1_{X_{a}} \delta_{a}+K
$$

where we are again denoting by $\tilde{s}_{a}$ the standard generating partial isometries of $C^{*}(E)$.

Proof. It is enough to take $\psi$ to be the composition

$$
C^{*}(E) \quad \xrightarrow{\left.()^{(1)}\right)} \frac{\mathcal{T}_{E}}{L} \quad \xrightarrow{\left(C_{0}\left(E^{\sharp}\right) \rtimes \mathbb{F}\right.} \underset{K}{ } .
$$

We are now precisely under the hypotheses of ( $\mathrm{\| LD}$ ), but before invoking it we will give a concrete description of the ideal $J$ mentioned there.
37.4. Proposition. Let $E^{b}$ be the subset of $E^{\sharp}$ consisting of all paths $\alpha$ which satisfy any one of the following conditions:
(i) $\alpha$ is infinite,
(ii) $\alpha$ is finite and $r^{-1}(d(\alpha))$ is empty,
(iii) $\alpha$ is finite and $r^{-1}(d(\alpha))$ is infinite.

Then $E^{b}$ is closed and $\tau$-invariant. Moreover, denoting by $U$ the complement of $E^{b}$ in $E^{\sharp}$, we have that $C_{0}(U)$ is the smallest $\tau$-invariant ideal of $C_{0}\left(E^{\sharp}\right)$ containing the set $W$ referred to in ([37.3).

Proof. We claim that every $\alpha$ in $U$ is an isolated point of $E^{\sharp}$. In fact, if $\alpha$ is not in $E^{b}$, then $\alpha$ is necessarily a finite path and $r^{-1}(d(\alpha))$ is a nonempty finite set, so $d(\alpha)$ is a regular vertex and we may write

$$
r^{-1}(d(\alpha))=\left\{a_{1}, \ldots, a_{n}\right\} .
$$

Observe that the set

$$
X_{\alpha} \cap \bigcap_{i=1}^{n} E^{\sharp} \backslash X_{\alpha a_{i}}
$$

is open by ( 66.2 ). It consists of all paths admitting $\alpha$ as a prefix, but not admitting as a prefix any one of the paths $\alpha a_{i}$. The unique such path is evidently $\alpha$, so the above set coincides with $\{\alpha\}$, thus proving that $\alpha$ is an isolated point. Consequently $U$ is open, whence $E^{b}$ is closed relative to $E^{\sharp}$.

Although this is not relevant to us at the moment, notice that any path $\alpha$ satisfying (ii) above is also an isolated point, since $X_{\alpha}=\{\alpha\}$.

Noticing that the conditions (i-iii) above are related to the "right end" of $\alpha$, while $\tau$ affects its "left end", one may easily show that $E^{b}$ is $\tau$-invariant.

We next claim that every $f_{b}$ in $W$ vanishes on $E^{b}$. In fact, given any $\alpha$ in $E^{\text {b }}$, and given any edge $b$ such that $d(b)$ is regular, we have

$$
f_{b}(\alpha)=[d(b) \text { is a prefix of } \alpha]-\sum_{r(a)=d(b)}[a \text { is a prefix of } \alpha] .
$$

If $d(b)$ is not a prefix of $\alpha$, meaning that $r(\alpha) \neq d(b)$, then evidently $r(\alpha) \neq r(a)$, for all edges $a$ considered in the above sum. This implies that none of these $a$ 's are prefixes of $\alpha$, given that (5.5.4.]) fails. Therefore all terms making up $f_{b}(\alpha)$ vanish, whence $f_{b}(\alpha)$ itself vanishes.

The remaining case to be treated is when $d(b)$ is a prefix of $\alpha$, that is, when $r(\alpha)=d(b)$. Should $\alpha$ be a path of length zero, necessarily consisting of the vertex $d(b)$, then $d(\alpha)=d(b)$, so $d(\alpha)$ is regular by assumption, and then $\alpha$ will not satisfy any one of conditions (i-iiii) above, contradicting the fact that $\alpha$ was taken in $E^{b}$. This said we see that $\alpha$ must not have length zero, so we may write

$$
\alpha=\alpha_{1} \alpha_{2} \ldots
$$

Given that $r\left(\alpha_{1}\right)=r(\alpha)=d(b)$, we see that $\alpha_{1}$ is one of the edges $a$ considered in the sum appearing in the definition of $f_{b}$ above, and for this edge, the value of " $a$ is a prefix of $\alpha$ " is evidently 1 . This shows that $f_{b}(\alpha)=0$, showing our claim that $f_{b}$ vanishes on $E^{b}$.

We will now prove that $E^{b}$ is the biggest invariant subset of $E^{\sharp}$ where the $f_{b}$ vanish. For this, suppose that $\Lambda$ is an invariant set properly containing $E^{b}$. Choosing any $\alpha$ in $\Lambda \backslash E^{b}$, we see that $\alpha$ is a finite path, so we may let $v=d(\alpha)$, noticing that $v$ is regular. The standard form of $g:=\alpha^{-1}$ is given by $g=d(\alpha) \alpha^{-1}$ so, by invariance of $\Lambda$, we have

$$
\Lambda \ni \tau_{g}(\alpha)=d(\alpha)=v
$$

Choosing any edge $b$ with $d(b)=v$, we have that $f_{b}$ lies in $W$, and clearly $f_{b}(v)=1$, because $v$ is a prefix of itself, while $v$ can have no prefix of positive length. This implies that $f_{b}$ does not vanish on $\Lambda$, proving that indeed $E^{b}$ is the biggest invariant subset of $E^{\sharp}$ where the $f_{b}$ vanish. This also shows that $U$ is the smallest invariant subset outside of which the $f_{b}$ vanish, thus concluding the proof.

The above classification of paths in types (i), (ii) and (iii) has important consequences in what follows and in particular the first two kinds play a special role, justifying the introduction of the following terminology:
37.5. Definition. A path $\alpha$ in $\widetilde{E}^{\sharp}$ is said to be maximal if it satisfies (\$7.4-d) or (37.4-ili).

This terminology is justified because a maximal path $\alpha$ cannot be enlarged, either because $d(\alpha)$ is a source or because $\alpha$ is already infinite.

Let us take a few moments to study the topology of $E^{b}$. Recall from ( 56.$]$ ) that the topology of $\widetilde{E}^{\sharp}$ is generated by all the $X_{\mu}$ plus their complements. Therefore, the sets of the form

$$
\bigcap_{i=1}^{n} X_{\mu_{i}} \cap \bigcap_{j=1}^{m} \widetilde{E}^{\sharp} \backslash X_{\nu_{j}}
$$

where $\mu_{1}, \ldots, \mu_{n}$ and $\nu_{1}, \ldots, \nu_{m}$ are finite paths, constitute a basis for the topology of $\widetilde{E}^{\sharp}$. Consequently the intersections of these with $E^{b}$ form a basis of open sets for the latter. However, maximal paths have a neighborhood basis of a simpler nature, as we will now see.
37.6. Proposition. Given a graph $E$ without sinks, and given a maximal path $\alpha$ in $E^{b}$, the collection of sets

$$
\left\{X_{\mu} \cap E^{b}: \mu \in E^{*}, \mu \text { is a prefix of } \alpha\right\}
$$

is a neighborhood basis for $\alpha$ in $E^{b}$.

Proof．We first assume that $\alpha$ satisfies（37．4．i］），that is，$\alpha$ cannot be extended any further due to the fact that $d(\alpha)$ is a source．Then the only path admitting $\alpha$ as a prefix is $\alpha$ itself，meaning that

$$
\begin{equation*}
X_{\alpha}=\{\alpha\}, \tag{37.6.1}
\end{equation*}
$$

so the result follows trivially．
Assume now that $\alpha$ satisfies（ 37.4 il ），that is，$\alpha$ is infinite．Given any neighborhood $U$ of $\alpha$ ，there are finite paths $\mu_{1}, \ldots, \mu_{n}$ and $\nu_{1}, \ldots, \nu_{m}$ such that

$$
\alpha \in \bigcap_{i=1}^{n} X_{\mu_{i}} \cap \bigcap_{j=1}^{m} \widetilde{E}^{\sharp} \backslash X_{\nu_{j}} \subseteq U .
$$

This implies that every $\mu_{i}$ is a prefix of $\alpha$ ，while no $\nu_{j}$ has this property．
Let $k$ be any integer larger that the length of every $\mu_{i}$ and every $\nu_{j}$ ，and let $\mu$ be the finite path formed by the first $k$ edges of $\alpha$ ．It is therefore evident that each $\mu_{i}$ is a prefix of $\mu$ ，so one has that

$$
\begin{equation*}
\alpha \in X_{\mu} \subseteq \bigcap_{i=1}^{n} X_{\mu_{i}} \tag{37.6.2}
\end{equation*}
$$

Observe that $X_{\mu}$ is disjoint from $X_{\nu_{j}}$ ，for every $j$ because，otherwise there is a path $\gamma \in X_{\mu} \cap X_{\nu_{j}}$ ，and hence both $\mu$ and $\nu_{j}$ are prefixes of $\gamma$ ．But since $|\mu| \geq\left|\nu_{j}\right|$ ，we see that $\nu_{j}$ is a prefix of $\mu$ ，which in turn is a prefix of $\alpha$ ．It follows that $\nu_{j}$ is a prefix of $\alpha$ ，whence $\alpha \in X_{\nu_{j}}$ ，a contradiction．So $X_{\mu} \subseteq \widetilde{E}^{\sharp} \backslash X_{\nu_{j}}$ and，building on top of（［ఒ．⿹勹巳），we conclude that

$$
\alpha \in X_{\mu} \subseteq \bigcap_{i=1}^{n} X_{\mu_{i}} \cap \bigcap_{j=1}^{m} \widetilde{E}^{\sharp} \backslash X_{\nu_{j}} \subseteq U .
$$

This concludes the proof．
Another useful fact about the topology of $E^{b}$ is as follows：
37．7．Proposition．Given a graph $E$ without sinks，the subset of $E^{b}$ formed by the maximal paths is dense in $E^{b}$ ．

Proof．Before starting the proof，observe that，by（5．6．${ }^{(120}$ ），the paths satis－ fying（37．4ill）are isolated points，so they cannot be left out of any dense subset！

In order to prove the statement，it is enough to prove that any path $\alpha$ satisfying（B7．4－iil）is an accumulation point of maximal paths．

Given an arbitrary neighborhood $U$ of $\alpha$ ，pick finite paths $\mu_{1}, \ldots, \mu_{n}$ and $\nu_{1}, \ldots, \nu_{m}$ such that

$$
\alpha \in \bigcap_{i=1}^{n} X_{\mu_{i}} \cap \bigcap_{j=1}^{m} \widetilde{E}^{\sharp} \backslash X_{\nu_{j}} \subseteq U
$$

(notice that we are unfortunately unable to use the simplification provided by ( $\mathbf{3 7 . 6}$ ) here).

Thus every $\mu_{i}$ is a prefix of $\alpha$, hence we may assume without loss of generality that the $\mu_{i}$ all coincide with $\alpha$, so in fact

$$
\begin{equation*}
\alpha \in X_{\alpha} \cap \bigcap_{j=1}^{m} \widetilde{E}^{\sharp} \backslash X_{\nu_{j}} \subseteq U . \tag{37.7.1}
\end{equation*}
$$

By assumption we have that $r^{-1}(d(\alpha))$ is infinite, so me may pick an edge $a$ such that $\alpha a$ is a path which is not a prefix of any $\nu_{j}$.

We next extend $\alpha a$ as far as possible, obtaining a path of the form

$$
\beta=\alpha a \gamma
$$

which is either infinite or cannot be extended any further, and hence is maximal. We then claim that

$$
\begin{equation*}
\beta \in X_{\alpha} \cap \bigcap_{j=1}^{m} \widetilde{E}^{\sharp} \backslash X_{\nu_{j}} . \tag{37.7.2}
\end{equation*}
$$

Since it is obvious that $\alpha$ is a prefix of $\beta$, it suffices to check that $\beta \notin X_{\nu_{j}}$, for all $j$. Arguing by contradiction, suppose that some $\nu_{j}$ is a prefix of $\beta$. If $\left|\nu_{j}\right| \leq$ $|\alpha|$, then $\nu_{j}$ is a prefix of $\alpha$, contradicting ( $\mathrm{BLJ} \boldsymbol{\sim}$ ). Thus $\left|\nu_{j}\right|>|\alpha|$, and then necessarily $\alpha a$ is a prefix of $\nu_{j}$, which is again a contradiction, by the choice of $a$. This verifies ( $\quad \ldots .2$ ), so in particular $\beta \in U$, concluding the proof.

Let us now give a description of $C^{*}(E)$ as a partial crossed product.
37.8. Theorem. Let $E$ be a graph with no sinks, and let $E^{b}$ be the $\tau$ invariant subset of $E^{\sharp}$ described in (BZ, ), equipped with the restricted partial action. Then there is a ${ }^{*}$-isomorphism

$$
\rho: C^{*}(E) \rightarrow C_{0}\left(E^{b}\right) \rtimes \mathbb{F}
$$

such that

$$
\rho\left(\tilde{s}_{a}\right)=1_{a} \delta_{a}, \quad \forall a \in E^{1},
$$

where $1_{a}$ is the characteristic function of $X_{a} \cap E^{b}$.
Proof. Letting $C_{0}(U)$ be the ideal referred to in (BL.4), we have

$$
C^{*}(E) \stackrel{C_{0}\left(E^{\sharp}\right) \rtimes \mathbb{F}}{K} \stackrel{C^{\sim}}{\sim}\left(\frac{C_{0}\left(E^{\sharp}\right)}{C_{0}(U)}\right) \rtimes \mathbb{F} \simeq C_{0}\left(E^{b}\right) \rtimes \mathbb{F} .
$$

That the isomorphism resulting from the composition of the above isomorphisms does satisfy the last assertion in the statement is of easy verification and is left to the reader.

An important special case of great importance is when, besides having
 have any sources either). Then there are no paths in $E^{b}$ satisfying ([27.4.ili) or (37.4iili), so we get the following immediate consequence of ([37.8):
37.9. Proposition. If $E$ is a graph with no sinks and such that every vertex $v \in E^{0}$ is regular, then $E^{b}=E^{\infty}$, and consequently there is a *-isomorphism

$$
\rho: C^{*}(E) \rightarrow C_{0}\left(E^{\infty}\right) \rtimes \mathbb{F}
$$

such that

$$
\rho\left(\tilde{s}_{a}\right)=1_{a} \delta_{a}, \quad \forall a \in E^{1}
$$

where $1_{a}$ is the characteristic function of $X_{a} \cap E^{\infty}$.
Observe that if $E^{0}$ is finite then $E^{b}$ is compact, because the latter is closed in $E^{\sharp}$ by ( 57.4 ), and $E^{\sharp}$ is compact by (56.16). If, in addition, we are under the hypotheses of the last result, then clearly $E^{\infty}$ is also compact.

Having described $C^{*}(E)$ as a partial crossed product, we now have a wide range of tools to study its structure. We begin with amenability.
37.10. Theorem. Let $E$ be a graph without sinks. Then:
(a) the semi-direct product bundle for the partial action describing $C^{*}(E)$ in (37.8) satisfies the approximation property and hence is amenable,
(b) there are natural isomorphisms

$$
C^{*}(E) \simeq C_{0}\left(E^{b}\right) \rtimes \mathbb{F} \simeq C_{0}\left(E^{b}\right) \rtimes_{\mathrm{red}} \mathbb{F}
$$

(c) $C^{*}(E)$ is nuclear.

Proof. The Fell bundle mentioned in (a) is clearly a quotient of the Fell bundle discussed in ( 36.27 ), so the conclusions in (a) follow from ( $2 \sqrt{2} .3 .3 \mathrm{il}$ ) and ( 20.6$]$ ). Point (b) follows from ( $\mathrm{B} / \mathrm{Z})$ and (a), while (c) is a direct consequence


We will next study fixed points for the partial action $\tau$ of $\mathbb{F}$ on $\widetilde{E}^{\sharp}$. For this we should recall that by ( 36.10 .1 ), unless a given element $g$ in $\mathbb{F}$ has a standard form, $\tau_{g}$ is the empty map and hence $g$ cannot possibly have any fixed points. For this reason elements not admitting a standard form are left out of the next result.
37.11. Proposition. Let $g \in \mathbb{F}$, with $g \neq 1$, and suppose that $g$ admits a standard form $g=\mu \nu^{-1}$.
(i) Then $g$ has at most one fixed point in $\widetilde{E}^{\sharp}$.
(ii) If $g$ has a fixed point, then $|\mu| \neq|\nu|$.
(iii) If $g$ has a fixed point and $|\mu|>|\nu|$, then there exists a cycle ${ }^{47} \gamma$ such that $\mu=\nu \gamma$ (whence $g=\nu \gamma \nu^{-1}$ ). In addition, the infinite path

$$
\alpha=\nu \gamma \gamma \gamma \ldots
$$

is the unique fixed point for $g$ in $\widetilde{E}^{\sharp}$.

[^38]Proof. Assume that $\alpha$ is a fixed point for $g$. Then

$$
\alpha \in \widetilde{E}_{g^{-1}}^{\sharp} \cap \widetilde{E}_{g}^{\sharp}=X_{\nu} \cap X_{\mu},
$$

so we may write

$$
\alpha=\nu \varepsilon=\mu \zeta,
$$

for suitable (finite or infinite) paths $\varepsilon$ and $\zeta$, and moreover

$$
\alpha=\tau_{g}(\alpha)=\tau_{g}(\nu \varepsilon)=\mu \varepsilon .
$$

We then conclude that $\nu \varepsilon=\mu \varepsilon$, so either $\nu$ is a prefix of $\mu$, or vice versa. If $|\mu|=|\nu|$, one would then necessarily have $\mu=\nu$, whence $g=1$, contradicting the hypothesis. This proves (ii).

Speaking of (iii), let us add to the above assumptions that $|\mu|>|\nu|$, so we may write $\mu=\nu \gamma$, for some finite path $\gamma$ such that $|\gamma|>0$. We then have

$$
\nu \varepsilon=\mu \varepsilon=\nu \gamma \varepsilon
$$

so $\varepsilon=\gamma \varepsilon$, whence $|\varepsilon|=|\gamma|+|\varepsilon|$, from where we deduce that $|\varepsilon|=\infty$. Moreover notice that this implies that

$$
\varepsilon=\gamma \gamma \gamma \ldots,
$$

so $\gamma$ is necessarily a cycle. Consequently $\alpha=\nu \varepsilon=\nu \gamma \gamma \gamma \ldots$, proving (iii), and hence also (i).

The reader must have noticed the omission of the case $|\mu|<|\nu|$, above. However, in this situation $g^{-1}$ has precisely the same fixed points as $g$, and the condition expressed in (37.لتill) evidently holds for $g^{-1}$.

Having understood fixed points, we will now study topological freeness. We must therefore analyze the interior of the fixed point sets $F_{g}$ which, as seen above, have each at most one point. However, a singleton can only have a nonempty interior if its unique point is an isolated point. We must therefore discuss conditions under which a fixed point is isolated, and this hinges on the following important graph-theoretical concept:
37.12. Definition. Let $\gamma=\gamma_{1} \ldots \gamma_{n}$ be a cycle in $E$. We say that $\gamma$ has an entry, if the range of some $\gamma_{i}$ is the range of an edge other that $\gamma_{i}$.


An entry to a cycle.
37.13. Proposition. Let $\alpha$ be an infinite path of the form

$$
\alpha=\nu \gamma \gamma \gamma \ldots,
$$

so that necessarily $d(\nu)=r(\gamma)$, and $\gamma$ is a cycle. Then
(i) $\alpha$ (or any other infinite path) is never an isolated point in $\widetilde{E}^{\sharp}$,
(ii) $\alpha$ is an isolated point in $E^{b}$ if and only if $\gamma$ has no entry.

Proof. An infinite path $\alpha=\alpha_{1} \alpha_{2} \alpha_{3} \ldots$ is always the limit of the sequence of finite paths obtained by truncating $\alpha$, that is

$$
\alpha=\lim _{n \rightarrow \infty} \alpha_{1} \ldots \alpha_{n}
$$

so $\alpha$ is an accumulation point, hence not isolated.
Focusing now on (ii), suppose that $\alpha$ is an isolated point of $E^{b}$. So, by ([7.6), there is a large enough prefix $\mu$ of $\alpha$ such that

$$
\begin{equation*}
\{\alpha\}=X_{\mu} \cap E^{b} . \tag{37.13.1}
\end{equation*}
$$

Therefore $\mu$ is a prefix of $\alpha$, and by enlarging $\mu$ a bit, we may clearly assume that it is of the form

$$
\mu=\nu \underbrace{\gamma \gamma \ldots \gamma}_{n},
$$

for some integer $n$. Assuming by contradiction that $\gamma$ has an entry, we can find a path of the form

$$
\gamma_{1} \gamma_{2} \ldots \gamma_{k} \varepsilon
$$

with $\varepsilon \neq \gamma_{k+1}$ (here $k+1$ stands for 1 , in case $k=|\gamma|$ ), which we may extend as far as possible, obtaining a maximal path

$$
\beta=\gamma_{1} \gamma_{2} \ldots \gamma_{k} \varepsilon a_{1} a_{2} a_{3} \ldots
$$

Considering the path

$$
\alpha^{\prime}=\mu \beta=\nu \underbrace{\gamma \gamma \ldots \gamma}_{n} \gamma_{1} \gamma_{2} \ldots \gamma_{k} \varepsilon a_{1} a_{2} a_{3} \ldots
$$

notice that $\alpha^{\prime}$ is clearly also maximal hence $\alpha^{\prime} \in E^{b}$. Since $\mu$ is a prefix of $\alpha^{\prime}$, we see that

$$
\alpha^{\prime} \in X_{\mu} \cap E^{b},
$$

contradicting (ETJ.]. $)$. This proves that $\gamma$ has no entry.
Conversely, supposing that $\gamma$ has no entry, it is easy to see that the only path in $E^{b}$ extending

$$
\mu:=\nu \gamma
$$

is $\alpha$, itself. So

$$
X_{\mu} \cap E^{b}=\{\alpha\},
$$

showing that $\alpha$ is indeed isolated in $E^{b}$.
Putting together our findings so far we have:
37.14. Proposition. For every graph $E$ with no sinks, one has:
 free.
(ii) The restriction of $\tau$ to $E^{b}$ is topologically free if and only if every cycle in $E$ has an entry.
Proof. The main ingredients of this proof have already been taken care of, so all we need is to piece them together.
 empty or consists exactly of one infinite path. In the second case this infinite path is never isolated in $\widetilde{E}^{\sharp}$ by ( $\left[7 /[3,1)\right.$, so the interior of $F_{g}$ is always empty, and hence $\tau$ is topologically free on $\widetilde{E}^{\sharp}$.

We next prove the only if part of (ii) via the contra-positive. If there exists a cycle $\gamma$ with no entry, then

$$
F_{\gamma}=\{\gamma \gamma \gamma \ldots\},
$$

 open and consequently $\tau$ is not topologically free on $E^{b}$.

Conversely, observe that any nonempty fixed point set necessarily looks like

$$
F_{g}=\{\nu \gamma \gamma \gamma \ldots\},
$$

 it will hold for $g^{-1}$, while $F_{g}=F_{g^{-1}}$ ), where $\gamma$ is a cycle. If every cycle has
 $F_{g}$ is empty. This proves that $\tau$ is topologically free on $E^{b}$.

We may then use the above result in conjunction with ( 29.5 ) to obtain the following result, sometimes referred to as the uniqueness Theorem for graph $C^{*}$-algebras:
37.15. Theorem. Let $E$ be a graph with no sinks such that every cycle in $E$ has an entry. Also let $B$ be a $C^{*}$-algebra which is generated by a set

$$
\left\{p_{v}^{\prime}: v \in E^{0}\right\} \cup\left\{s_{a}^{\prime}: a \in E^{1}\right\}
$$

where the $p_{v}^{\prime}$ are mutually orthogonal projections and the $s_{a}^{\prime}$ are partial isome-
 naturally isomorphic to $C^{*}(E)$ provided $p_{v}^{\prime} \neq 0$, for every $v$ in $E^{0}$.
Proof. Consider the ${ }^{*}$-homomorphism

$$
\varphi: C^{*}(E) \rightarrow B
$$

mapping the $p_{v}$ to $p_{v}^{\prime}$, and the $s_{a}$ to $s_{a}^{\prime}$, given by the universal property of $C^{*}(E)$. Since $B$ is supposed to be generated by the $p_{v}^{\prime}$ and the $s_{a}^{\prime}$ it is clear that $\varphi$ is surjective. So the proof will be concluded once we prove that $\varphi$ is injective. In order to do this we argue by contradiction, supposing that

$$
\operatorname{Ker}(\varphi) \neq\{0\} .
$$

Identifying $C^{*}(E)$ and $C_{0}\left(E^{b}\right) \rtimes_{\text {red }} \mathbb{F}$, by (37.10. ${ }^{(2)}$, we may see $\operatorname{Ker}(\varphi)$ as an ideal of the latter algebra. So we have by (29.0) and (B7.14.in), that

$$
K:=\operatorname{Ker}(\varphi) \cap C_{0}\left(E^{b}\right) \neq\{0\} .
$$

Moreover $K$ is an invariant ideal of $C_{0}\left(E^{b}\right)$ by (E.SD). So, writing $K=C_{0}(U)$, where $U$ is an open subset of $E^{b}$, we have that $U$ is nonempty and invariant.

Using ( 5 see that there exists a finite path $\mu$ such that

$$
\alpha \in X_{\mu} \cap E^{b} \subseteq U .
$$

Adopting the notation $X_{\mu}^{b}:=X_{\mu} \cap E^{b}$, we rewrite the above as

$$
\alpha \in X_{\mu}^{\mathrm{b}} \subseteq U .
$$

The standard form of $\mu^{-1}$ is $d(\mu) \mu^{-1}$, so $\tau_{\mu^{-1}}$ maps $X_{\mu}^{b}$ to $X_{d(\mu)}^{b}$. Therefore the invariance of $U$ implies that

$$
X_{d(\mu)}^{b}=\tau_{\mu^{-1}}\left(X_{\mu}^{b}\right)=\tau_{\mu^{-1}}\left(X_{\mu}^{b} \cap U\right) \subseteq U .
$$

Consequently the characteristic function of $X_{d(\mu)}^{b}$ lies in $C_{0}(U)$, and hence also in the null space of $\varphi$. Noticing that said function identifies with $p_{d(\mu)}$ under (37.10b), we then conclude that

$$
p_{d(\mu)}^{\prime}=\varphi\left(p_{d(\mu)}\right)=0,
$$

a contradiction.
Let us now discuss the question of simplicity of $C^{*}(E)$.
37.16. Definition. We shall say that a graph $E$ is:
(i) transitive if, for any two vertices $v$ and $w$ in $E^{0}$, there exists a finite path $\delta$ such that $d(\delta)=v$, and $r(\delta)=w$.
(ii) weakly transitive (also known as co-final) if for any path $\alpha$ in $E^{b}$ and any vertex $w$, there exists a finite path $\delta$ such that $d(\delta)$ is some vertex along $\alpha$, and $r(\delta)=w$.

37.17. A pictorial way to understand weak transitivity is to imagine that you are standing at the end (range) of the path $\alpha$, attempting to reach a given vertex $w$. Even if there is no path to get you there, in a weakly transitive graph you are able to back up a few edges along $\alpha$ before finding a path $\delta$ taking you to $w$.
37.18. Proposition. The partial action $\tau$ of $\mathbb{F}$ on $E^{b}$ is minimal if and only if $E$ is weakly transitive.

Proof. Supposing that $E$ is weakly transitive, we will show that the orbit of every $\alpha$ in $E^{b}$ is dense. In view of ( EL ), it is enough to prove that any maximal path lies in the closure of $\operatorname{Orb}(\alpha)$.

So, let $U$ be a neighborhood of a given maximal path $\beta$, and we must then prove that $U$ has a nonempty intersection with the orbit of $\alpha$. By ( ${ }^{7 / 6}$ ) there exists a finite path $\mu$ such that

$$
\beta \in X_{\mu} \cap E^{b} \subseteq U .
$$

En passant we observe that $\mu$ is a prefix of $\beta$.
We next apply the hypothesis that $E$ is weakly transitive to $\alpha$ and $d(\mu)$, obtaining a path $\delta$ whose source is some vertex $v$ along $\alpha$, and such that $r(\delta)=d(\mu)$.


Splitting $\alpha$ at $v$, let us write $\alpha=\alpha^{\prime} \alpha^{\prime \prime}$, with $d\left(\alpha^{\prime}\right)=v=r\left(\alpha^{\prime \prime}\right)$. In particular $\mu \delta \alpha^{\prime \prime}$ is a well defined path. Assuming we have backed up along $\alpha$ as few steps as possible, as described in ( $\mathrm{Br} / \mathrm{D}$ ), we have that the rightmost edge of $\alpha^{\prime}$ and the rightmost edge of $\delta$ differ, so that $\delta \alpha^{\prime-1}$ is in standard form. It then follows that $\mu \delta \alpha^{\prime-1}$ is also in standard form and the conclusion follows from the fact that

$$
\tau_{\mu \delta \alpha^{\prime}-1}(\alpha)=\mu \delta \alpha^{\prime \prime} \in X_{\mu} \cap E^{b} \cap \operatorname{Orb}(\alpha) \subseteq U \cap \operatorname{Orb}(\alpha) .
$$

Conversely, suppose that $E$ is not weakly transitive. So we may pick a path $\alpha$ and a vertex $w$ violating the condition in (37. 16.11$)$. This means that it is impossible to replace a prefix of $\alpha$ by another, in order to obtain a path with range $w$. Observe that, by ( $36 \square 1$ ), the process of replacing prefixes is nothing but applying a partial homeomorphism $\tau_{g}$ to a path, so we deduce from the above that

$$
\operatorname{Orb}(\alpha) \cap X_{w}=\emptyset .
$$

It follows that $\operatorname{Orb}(\alpha)$ is not a dense set, so its closure is an invariant subset, refuting the minimality of $\tau$.

As a consequence we obtain:
37.19. Theorem. Let $E$ be a weakly transitive graph with no sinks such that every cycle in $E$ has an entry. Then $C^{*}(E)$ is a simple $C^{*}$-algebra.
Proof. Still referring to the partial action $\tau$ of $\mathbb{F}$ on $E^{b}$ giving rise to $C^{*}(E)$ in (B7.8), we have that $\tau$ is topologically free by (37.14. ${ }^{(1)}$ ), and minimal by ( $\operatorname{Br}, 8$ ). Thus $C_{0}\left(E^{b}\right) \rtimes_{\text {red }} \mathbb{F}$ is simple by ( 29.8 ). The conclusion then follows from (37.10.6).

Our next main result will be an application of ( FT H ) to graph algebras. In order to succeed in this endeavor, we must therefore find sufficient conditions for $\tau$ to be topologically free on every closed invariant subset of $E^{b}$.

With this in mind we will now introduce another important graph theoretical concept.
37.20. Definition. Let $\gamma$ be a cycle in $E$. We say that $\gamma$ is:
(i) recurrent if there exists another cycle $\beta$, with the same range and source as $\gamma$, such

$$
\gamma \beta \gamma \gamma \gamma \ldots \neq \gamma \gamma \gamma \ldots
$$

(ii) transitory if it is not recurrent.

In a recurrent cycle, the existence of the above path $\beta$ means that it is possible to exit $\gamma$ and return to it at a later time. In a transitory cycle this is impossible.


A recurrent cycle $\gamma$.

The cycle $\gamma$ in the diagram above is recurrent because the path

$$
\gamma \nu_{1} \nu_{2} \nu_{3} \gamma_{9} \gamma \gamma \gamma
$$

temporarily exits $\gamma$ before returning to it.
The comparison between infinite paths in (37.20.ل) cannot be replaced by the comparison of $\gamma \beta \gamma$ with a finite path of the form $\gamma \gamma \ldots \gamma$. In fact, given a recurrent cycle $\sigma$, consider the cycle $\gamma=\sigma \sigma$. Then, taking $\beta=\sigma$, we have that the infinite paths $\gamma \beta \gamma \gamma \gamma \ldots$ and $\gamma \gamma \gamma \gamma \ldots$ coincide, whereas $\gamma \beta \gamma$ does not coincide with any path of the form $\gamma \gamma \ldots \gamma$. This is because

$$
|\gamma \beta \gamma|=5|\sigma|, \quad \text { and } \quad|\gamma \gamma \ldots \gamma|=2 n|\sigma|
$$

where $n$ is the number of repetitions. Incidentally, notice that $\sigma \sigma$ is recurrent, provided $\sigma$ is.

Observe that a recurrent cycle must necessarily have an entry.
37.21. Proposition. Let $E$ be a graph with no sinks. Then $\tau$ is topologically free on every closed $\tau$-invariant subset of $E^{b}$ if and only every cycle is recurrent.
Proof. Suppose that every cycle in $E$ is recurrent and let $C$ be a closed invariant subset of $E^{b}$. To show that $\tau$ is topologically free on $C$ we need to prove that, for every $g$ in $\mathbb{F} \backslash\{1\}$, the interior of $F_{g} \cap C$, relative to $C$, is empty. This is obviously true if $F_{g} \cap C$ itself is empty, so let us assume otherwise.

Using ( BCD ) we may assume that $g$ has a standard form $g=\nu \gamma \nu^{-1}$, where $\gamma$ is a cycle, and that $F_{g} \cap C$ consists of the single point

$$
\alpha=\nu \gamma \gamma \gamma \ldots
$$

(for this we might need to replace $g$ by $g^{-1}$, if necessary, observing that $F_{g}=F_{g^{-1}}$ ). In order to show that the interior of $F_{g} \cap C$ relative to $C$ is empty, it is clearly enough to show that $\alpha$ is not isolated in $C$.

By hypothesis $\gamma$ is recurrent, so we may choose a finite path $\beta$ as in ( 57.20 .1$)$. For each $n$, consider the path

$$
\alpha_{n}=\tau_{\nu \gamma^{n} \beta \nu^{-1}}(\alpha)=\nu \gamma^{n} \beta \gamma \gamma \gamma \ldots=\nu \underbrace{\gamma \gamma \ldots \gamma}_{n} \beta \gamma \gamma \gamma \ldots
$$

Since $C$ is invariant, it is clear that $\alpha_{n}$ lies in $C$. It is also easy to see that $\alpha_{n} \neq \alpha$, and

$$
\alpha_{n} \xrightarrow{n \rightarrow \infty} \alpha,
$$

so $\alpha$ is an accumulation point of $C$, hence not isolated.
Conversely, suppose that $\tau$ is topologically free on every closed invariant subset and let $\gamma$ be a cycle in $E$. Let

$$
\alpha=\gamma \gamma \gamma \ldots \in E^{b}
$$

and let $C$ be the closure of the orbit of $\alpha$. Then it is evident that $\alpha$ is fixed by $\gamma$, so we have by ( Bl ) that

$$
F_{\gamma} \cap C=\{\alpha\}
$$

Since $\tau$ is topologically free on $C$, by assumption, we have that the interior of $F_{\gamma} \cap C$ relative to $C$ is empty. In particular $X_{\gamma} \cap C$, which is an open neighborhood of $\alpha$, cannot be contained in $F_{\gamma} \cap C$. Consequently

$$
\emptyset \neq\left(X_{\gamma} \cap C\right) \backslash\left(F_{\gamma} \cap C\right)=\left(X_{\gamma} \cap C\right) \backslash\{\alpha\}=\left(X_{\gamma} \backslash\{\alpha\}\right) \cap C
$$

So, $X_{\gamma} \backslash\{\alpha\}$ is an open set intersecting $C$, from where we see that

$$
\left(X_{\gamma} \backslash\{\alpha\}\right) \cap \operatorname{Orb}(\alpha) \neq \emptyset
$$

Picking some $\alpha^{\prime} \neq \alpha$ in $X_{\gamma} \cap \operatorname{Orb}(\alpha)$, notice that, since the action of $\mathbb{F}$ consists of prefix replacements (see ( BCl ) ), we have that $\alpha^{\prime}$, just like $\alpha$, is an eventually periodic path ending in $\gamma \gamma \gamma \ldots$... Since $\alpha^{\prime}$ is in $X_{\gamma}$, we see that $\gamma$ is a prefix of $\alpha^{\prime}$. So $\alpha^{\prime}$ must be a path of the form

$$
\alpha^{\prime}=\gamma \beta \gamma \gamma \gamma \ldots,
$$

proving that $\gamma$ is a recurrent cycle.

With this we obtain the following important classification of ideals in graph $\mathrm{C}^{*}$-algebras.
37.22. Theorem. Let $E$ be a graph with no sinks, such that every cycle is recurrent. Then there is a one-to-one correspondence between open $\tau$ invariant subsets of $E^{\mathrm{b}}$ and closed two-sided ideals in $C^{*}(E)$.

Proof. Observe that the partial action in point satisfies both ( $29.9 \mathrm{i} \times \mathrm{il}$ ), by ( BCl a) and because the free group is known to be exact.

So the statement follows from ( BC 2 D ) and ( $\mathrm{E}, \mathrm{T})$ ), once we realize $C^{*}(E)$ as $C_{0}\left(E^{b}\right) \rtimes_{\text {red }} \mathbb{F}$, by (

There is a lot more that can be said about the ideals of $C^{*}(E)$ under the above hypothesis. In [ [T] these are characterized in terms of hereditary directed subsets of $E$, plus some extra ingredients. Also, the quotient of $C^{*}(E)$ by any ideal is shown to be again a graph $\mathrm{C}^{*}$-algebra.

With some extra effort, these results may also be obtained via our techniques. We leave them as exercises for the interested reader.

Notes and remarks. Most of the results in this chapter may be generalized to Exel-Laca algebras, by employing very similar techniques [6]].

The study of the ideal structure of graph $\mathrm{C}^{*}$-algebras was initiated in [⿴囗 for finite graphs, followed by [ [T] , where the general infinite case is considered.

Graphs in which every cycle has an entry are said to satisfy condition (I). It is a generalization of a similar condition introduced in [ [28]. On the other hand, graphs in which every cycle is recurrent are said to satisfy condition (K) [ [ $\mathbb{T}$ ]. This in turn generalizes condition (II) of [ [ Kl ].

Most of the above results describing the various algebras associated to a graph $E$ as partial crossed products, beginning with (56.]4), could also be proved directly by first guessing the appropriate partial dynamical system and then proving that the corresponding crossed product algebra has the correct universal properties. This strategy would evidently be logically correct and a lot shorter than the one adopted here, but we have opted to follow the above more constructive, and hopefully more pedagogical approach, not least because it may be used in other situations where guesswork might not be an option.
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Subject Index



C*-algebraic
bundle. 125
crossed product. 71
Globalization. 235
partial action. 70
partial dynamical system. 70
C*-seminorm. 71
Cesaro net. 163
closed under V , or V -closed. 90
closure with respect to V 90
co-final graph. 338
compatible partial isometries. 82
completion of a pre-Fell-bundle. 207
conditional
expectation in Fell bundles. 181
expectation. 149
conjugation, 30
contractive linear map. 141
convex subset of a group. 110
convolution product. 134
covariant representation. 57
cross sectional C*-algebra. 136
crossed product. 44
cycle in a graph. 333
dilation of a partial representation.
258
domain, or source map in a graph.
301
dual
Gobal action. 224
partial action. 224
edges in a graph. 301


| Morita-Rieffel-equivalent | range |
| :---: | :---: |
| C*-algebras. 116 | map in a graph. 301 |
| partial actions. 117 | ff a path. 302 |
| Morita-Rieffel-globalization, 247 | eecurrent cycle 340 |
| morphism between Fell bundles. 170 | reduced |
| multiplier | cross sectional C*-algebra. 141 |
| algebra. 41 | crossed product 143 |
| -air 40 | form. 21 |
| pair. 40 | group C*-algebra. 141 |
| NCC, 274 | regular |
| Nica's covariance condition, 274 | representation of $C^{*}(\mathscr{B}), 141$ |
| non-degenerate | representation of a Fell bundle. |
| *-homomorphism. 68 | 140 |
| cepresentation. 94 | semigroup of isometries 263 |
| non-degenerate algebra, 41 | vertex, 307 |
| nuclear C*-algebra. 216 | eestricted smash product. 223 |
| Orbit. 16 | restriction |
| Ore sub-semigroup 266 | of a global action. 16 |
| orthogonal | of a unitary representation. 258 |
| Fell bundle. 169 | right |
| partial representation. 169 | Hilbert $A$-module. 114 |
| partial | pre-Hilbert $A$-module, 113 |
| action. 10 | $\begin{aligned} & \text { saturated Fell bundle. } 129 \\ & \text { Section of a Fell bundle. } 134 \end{aligned}$ |
| automorphism. 69 | segment in a group. 110 |
| crossed product. 44 | self-adjoint. 31 |
| dynamical system. 10 | semi-direct product bundle. 127 |
| group algebra. 63 | semi-saturated |
| group C*-algebra. 109 | Fell bundle. 129 |
| homeomorphism. 24 | partial action, 23 |
| sometry. 73 | partial representation. 55 |
| representation 52 | semigroup of isometries. 262 |
| Eymmetry. 20 | Semilattice 19 |
| path | separable Fell bundle. 231 |
| m a graph 302 | sink vertex. 307 |
| bf length zero, 302 | mash product. 221 |
| pre-Fell-bundle. 204 |  |
| prefix of a path. 303 | $307$ |
| projection 73 | spectrum of a set of relations. 104 |
| proper map. 68 | table C*-algebra. 227 |
| pseudo-metric. 110 | tably isomorphic. 117 |
| quasi-lattice. 271 | standard form, 315 |

[^39]
[^0]:    ${ }^{1}$ If one defines a function as a set of ordered pairs, in the usual technical way, then the symbol " $\subseteq$ " should indeed be interpreted simply as set inclusion.
    ${ }^{2}$ By a partially defined map on $X$ we mean any map between two subsets of $X$.

[^1]:    3 Algebraists sometimes reserve the term crossed product for situations when, besides a group action, a cocycle is also involved. When only a group action is present, as above, the algebraic literature usually favors the expression skew-group algebra.

    4 Technically speaking, $A \rtimes G$ is the set of all finitely supported functions from $G$ to $A$. Denoting by $a_{g} \delta_{g}$ the function supported on the singleton $\{g\}$, and whose value at $g$ is the element $a_{g}$, the term in ( $\triangle$ (l) corresponds simply to the function sending $g$ to $a_{g}$. Note however that the expression " $\delta_{g}$ " has no meaning in itself according to the present convention.

[^2]:    5 In order to emphasize that the action $\theta$ is partial, we will sometimes use the expression partial crossed product to refer to this construction.

[^3]:     sponding to the unit group element is naturally isomorphic to $A$.

[^4]:    7 A map $\psi$ between two graded algebras $B=\bigoplus_{g \in G} B_{g}$ and $C=\bigoplus_{g \in G} C_{g}$ is said to be graded if $\psi\left(B_{g}\right) \subseteq C_{g}$, for every $g$ in $G$.

[^5]:    ${ }^{9}$ A map between topological spaces is said to be proper if the inverse image of every compact set is compact.
    10 A *-homomorphism $\varphi$ from a $\mathrm{C}^{*}$-algebra $A$ to another $\mathrm{C}^{*}$-algebra $B$, or perhaps even into the multiplier algebra $\mathcal{M}(B)$, is said to be non-degenerate if $B=[\varphi(A) B]$ (brackets denoting closed linear span). By taking adjoints, this is the same as saying that $B=[B \varphi(A)]$.
    11 We say that a map f vanishes at $\infty$, if for every real number $\varepsilon>0$, the set $\{x \in X$ : $|f(x)| \geq \varepsilon\}$ is compact.

[^6]:    12 If $p$ and $q$ are commuting projections in an algebra $A$, one denotes by $p \vee q=p+q-p q$. It is well known that $p \vee q$ is again a projection, which is the least upper bound of $p$ and $q$ among the projections in $A$.

[^7]:    13 It is worth observing that the assumption that $S$ is a self-adjoint multiplicative semigroup, hence tame, was used above in an essential way in order to prove that $\mathfrak{S}$ is $\vee$-closed. In order to get to the $\vee$-closure of an arbitrary (wild) set of partial isometries it might be necessary to iterate the above construction more than once.

[^8]:    14 A *-representation $\rho: B \rightarrow \mathscr{L}(H)$, of a $\mathrm{C}^{*}$-algebra $B$ on a Hilbert space $H$ is said to be non-degenerate if $[\rho(B) H]=H$ (closed linear span). The reader should however be warned that the notion of non-degeneracy for *-representations, as defined here, is different from the notion of non-degeneracy for ${ }^{*}$-homomorphisms used earlier. For example, denoting by $\mathscr{K}(H)$ the algebra of all compact operators on a Hilbert space $H$, notice that the inclusion of $\mathscr{K}(H)$ into $\mathscr{L}(H)$ is non-degenerate as a *-representation, but it is not non-degenerate as $\mathrm{a}^{*}$-homomorphism. Fortunately this somewhat imprecise terminology, which incidentally is used throughout the modern literature, will not cause any confusion.

[^9]:    15 An approximate identity for a $\mathrm{C}^{*}$-algebra $B$ is a net $\left\{v_{i}\right\}_{i \in I} \subseteq B$ of positive elements, with $\left\|v_{i}\right\| \leq 1$, such that $b=\lim _{i \rightarrow \infty} b v_{i}=\lim _{i \rightarrow \infty} v_{i} b$, for every $b$ in $B$. Every C*-algebra (and hence also every ideal in a $\mathrm{C}^{*}$-algebra) is known to admit an approximate identity.

[^10]:    16 Please note that [5]] is the preprint version of [Gप]].

[^11]:    17 See [ []] for a definition of universal C ${ }^{*}$-algebras given by generators and relations.

[^12]:    18 We could also use the heavier notation $1_{g}^{\mathcal{R}}$ for the unit of $C\left(D_{g}^{\mathcal{R}}\right)$, but this will be unnecessary.

[^13]:    19 In fact this result is known to hold under less stringent conditions, namely if $A$ and $B$ possess strictly positive elements. However most of the applications we have in mind are to the separable case, so we will not bother to deal with non-separable algebras here, unless the separability condition is irrelevant.

[^14]:    20 It is important to stress that, over topological groups, Fell bundles carry in its topology a lot more information than we will be using here. However, since all of our groups are discrete, this extra topological data will not be relevant for us here.

[^15]:    21 A linear map $T$ is said to be contractive if $\|T(x)\| \leq\|x\|$, for all $x$ in its domain.

[^16]:    22 Apparently Fell has not attempted to generalize this for Fell bundles.

[^17]:    23 A conditional expectation is a linear mapping $F$ from a $C^{*}$-algebra $B$ onto a closed *-subalgebra $A$ which is positive, idempotent, contractive and an $A$-bimodule map. We moreover say that $F$ is faithful if $F\left(b^{*} b\right)=0 \Rightarrow b=0$.

[^18]:    24 An example is the group bundle over a non-amenable group.

[^19]:    25 By finite sum we actually mean that the set of indices $g$, for which $b_{g} \neq 0$, is finite.

[^20]:    26 A total set in a normed space is a set spanning a dense subspace.

[^21]:    29 Please note that [1] is the preprint version of [5य].

[^22]:    30 One may prove that $C^{*}(\mathscr{B})$ admits a co-action of the Hopf algebra $C^{*}(G)$, and a construction based on the usual Hopf algebra concept of smash product leads to the notion presently being introduced.

[^23]:    31 A projection $p$ in $\mathcal{M}(A)$ is said to be full, when $A=[A p A]$ (closed linear span).

[^24]:    32 Observe that if $u=\left(L_{u}, R_{u}\right)$ and $v=\left(L_{v}, R_{v}\right)$ are multipliers of $E_{g}$, then for every $a$ in $E_{g}$, the expression uav stands for either $L_{u}\left(R_{v}(a)\right)$ or $R_{v}\left(L_{u}(a)\right)$, which coincide with each other thanks to ( non-degenerate and idempotent.

[^25]:    33 An example of a partial action not Morita-Rieffel-equivalent to its globalization is given right after ([1] 3). It is easy to see that the globalization of this partial action is the action of $\mathbb{Z}$ on itself by translation. These actions are not Morita-Rieffel-equivalent because Morita-Rieffel-equivalence among commutative algebras is tantamount to isomorphism.

    34 The statement in part (ii) of this result has been anticipated in ([.

[^26]:    35 A subset of a topological space is said to be nowhere dense when its closure has empty interior.

[^27]:    36 A C ${ }^{*}$-algebra is said to be simple if there are no nontrivial closed two-sided ideals.

[^28]:    37 If $P$ did not possess this property, in particular if infinitely many $n$ 's were mapped to the same element of $P$ under left multiplication by $p$, there would be no bounded linear operator sending the $e_{n}$ to $e_{p n}$.

[^29]:    38 The Hardy space is the closed subspace of $L^{2}(\mathbb{T})$ spanned by the set of all functions of the form $z \mapsto z^{n}$, with $n \geq 0$.

[^30]:    39 An abstract semigroup $P$ may be embedded in a group $G$, such that $G=P^{-1} P$, if and only if $P$ is cancellative and for every $m$ and $n$ in $P$, there exist $x$ and $y$ in $P$, such that $x a=y b$. This is the content of Ore's Theorem. In view of this, some authors prefer to say that $P$ is an Ore semigroup, rather than an Ore sub-semigroup of $G$.

[^31]:    ${ }^{40}$ Notice that, if $A \subseteq P$, then any upper bound of $A$ is necessarily in $P$.

[^32]:    41 We should warn the reader that our choice of notation here is not standard. In particular it conflicts with the notation adopted in [8.3] for a $\mathrm{C}^{*}$-algebra which we will later study under the notation $N(P)$.

[^33]:    42 Recall that a subset $S$ of an ordered set $X$ is said to be hereditary if, whenever $x$ and $y$ are elements of $X$, such that $x \leq y \in S$, one has that $x \in S$.

[^34]:    43 Recall that a subset $S$ of an ordered set $X$ is said to be directed if, for all $x, y \in S$, there exists $z$ in $S$, with $z \geq x, y$.

[^35]:    44 It is easy to see that $\mathcal{T}_{E}$ is unital if and only if $E^{0}$ is finite, in which case the unit of $\mathcal{T}_{E}$ is given by the sum of all the $p_{v}$, with $v$ ranging in $E^{0}$.

[^36]:    $45 \mathbb{F}+$ is defined as the sub-semigroup of $\mathbb{F}$ generated by $E^{1}$. We assume that $\mathbb{F}+$ also contains the unit of $\mathbb{F}$.

[^37]:    46 The empty path should not be confused with any of the paths of length zero we have so far been working with.

[^38]:    47 A finite path $\gamma \in E^{*}$ is said to be a cycle if $|\gamma|>1$, and $r(\gamma)=d(\gamma)$. Notice that in this case we may concatenate $\gamma$ with itself as many times as we wish, forming a finite of infinite periodic path $\gamma \gamma \gamma \ldots$...
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