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1. INTRODUCTION

The concept of a partial dynamical system has been an essential part of
Mathematics since at least the late 1800’s when, thanks to the work of Cauchy,
Lindelöf, Lipschitz and Picard, we know that given a Lipschitz vector field X
on an open subset U ⊆ Rn, the initial value problem

f ′(t) = X
(
f(t)

)
, f(0) = x0,

admits a unique solution for every x0 in U , defined on some open interval
about zero.

Assuming that we extend the above solution f to the maximal possible
interval, and if we write ϕt(x0) for f(t), then each ϕt is a diffeomorphism
between open subsets of U . Moreover, if x is in the domain of ϕt, and if ϕt(x)
is in the domain of ϕs, it is easy to see that x lies in the domain of ϕs+t, and
that

ϕs+t(x) = ϕs
(
ϕt(x)

)
.

This is to say that, defining the composition ϕs ◦ ϕt on the largest possible
domain where it makes sense, one has that

ϕs ◦ ϕt ⊆ ϕs+t,

meaning that ϕs+t extends ϕs ◦ ϕt. This extension property is the central
piece in defining the notion of a partial dynamical system, the main object of
study in the present book.

Since dynamical systems permeate virtually all of mankind’s most im-
portant scientific advances, a wide variety of methods have been used in their
study. Here we shall adopt an algebraic point of view to study partial dynam-
ical systems, occasionally veering towards a functional analytic perspective.

According to this approach we will extend our reach in order to encom-
pass partial actions on several categories, notably sets, topological spaces,
algebras and C*-algebras.

One of our main goals is to study graded C*-algebras from the point of
view of partial actions. The fundamental connection between these concepts
is established via the notion of crossed product (known to algebraists as skew-
group algebra) in the sense that, given a partial action of a group G on an
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algebra A, the crossed product of A by G is a graded algebra. While there
are many graded algebras which cannot be built out of a partial action, as
above, the number of those who can is surprisingly large. Firstly, there is a
vast quantity of graded algebras which, when looked at with the appropriate
bias, simply happen to be a partial crossed product. Secondly, and more
importantly, we will see that any given graded algebra satisfying quite general
hypotheses is necessarily a partial crossed product!

Once a graded algebra is described as a partial crossed product, we offer
various tools to study it, but we also dedicate a large part of our attention
to the study of graded algebras per se, mainly through a very clever device
introduced by J. M. G. Fell under the name of C*-algebraic bundles, but
which is now more commonly known as Fell bundles. A Fell bundle may be
seen essentially as a graded algebra which has been disassembled in such a
way that we are left only with the scattered resulting parts.

Our study of Fell bundles consists of two essentially disjoint disciplines.
On the one hand we study its internal structure and, on the other, we discuss
the various ways in which a Fell bundle may be re-assembled to form a C*-
algebra. The main structural result we present is that every separable Fell
bundle with stable unit fiber algebra must necessarily arise as the semi-direct
product bundle for a partial action of the base group on its unit fiber algebra.
The study of reassembly, on the other hand, is done via the notions of cross-
sectional algebras and amenability.

A number of applications are presented to the study of C*-algebras, no-
tably C*-algebras generated by semigroups of isometries, and the now stan-
dard class of graph C*-algebras.

Although not discussed here, the reader may find several other situations
where well known C*-algebras may be described as partial crossed products.
Among these we mention:

• Bunce-Deddens algebras [45],
• AF-algebras [46],
• the Bost-Connes algebra [15],
• Exel-Laca algebras [56],
• C*-algebras associated to right-angled Artin groups [27],
• Hecke algebras [53],
• algebras associated with integral domains [14], and
• algebras associated to dynamical systems of type (m,n) [7].

Besides, there are numerous other developments involving partial actions
whose absence in this book should be acknowledged. First and foremost we
should mention that we have chosen to restrict ourselves to discrete groups
(i.e. groups without any topology), completely avoiding partial actions of
topological groups, even though the latter is a well studied theory. See, for
example, [47] and [2].

Although the computation of the K-theory groups of partial crossed
product algebras is one of the main focus of the first two papers on the sub-
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ject, namely [44] and [80], there is no mention here of these developments.
Twisted partial actions and projective partial representations are also

absent, even though they form an important part of the theory. See, e.g. [47],
[100], [34], [11], [35], [85], [36], [21], [22] and [37].

Even though we briefly discuss the relationship between partial actions
and inverse semigroups, many interesting developments have been left out,
such as [99], [49], [100], [54], [60], [21], [22] and [23]. The absence of any
mention of the close relationship between partial actions and groupoids [3],
must also be pointed out.

The study of KMS states for gauge actions on partial crossed products
studied in [57] is also missing here.

The author gratefully acknowledges financial support from CNPq (Con-
selho Nacional de Desenvolvimento Cient́ıfico e Tecnológico – Brazil).
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PARTIAL ACTIONS
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2. PARTIAL ACTIONS

The notion of a group action applies to virtually every category in Mathe-
matics, the most basic being the category of sets. Correspondingly we shall
start our development by focusing on partial actions of groups on sets.

▶ Throughout this chapter we will therefore fix a group G, with unit denoted
1, and a set X.

2.1. Definition. A partial action of G on X is a pair

θ =
(
{Dg}g∈G, {θg}g∈G

)
consisting of a collection {Dg}g∈G of subsets of X, and a collection {θg}g∈G
of maps,

θg : Dg−1 → Dg,

such that

(i) D1 = X, and θ1 is the identity map,

(ii) θg ◦ θh ⊆ θgh, for all g and h in G.

By a partial dynamical system we shall mean a quadruple(
X, G, {Dg}g∈G, {θg}g∈G

)
where X is a set, G is a group, and

(
{Dg}g∈G, {θg}g∈G

)
is a partial action of

G on X. In case every Dg = X, we will say that θ is a global action, or that
we have a global dynamical system.

We should observe that the composition “θg ◦ θh” appearing in (2.1.ii)
is not defined in the traditional way since the image of θh is not necessarily
contained in the domain of θg. Instead this composition is meant to refer
to the map whose domain is the set of all elements x in X for which the
expression

θg
(
θh(x)

)
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makes sense. For this, x must be in Dh−1 (the domain of θh), and θh(x) must
be in Dg−1 (the domain of θg). In other words, the domain of θg ◦ θh is the
set

{x ∈ Dh−1 : θh(x) ∈ Dg−1} = θ−1
h (Dg−1) = θ−1

h (Dh ∩Dg−1). (2.2)

For each such x, we of course define (θg ◦ θh)(x) = θg
(
θh(x)

)
.

Dh−1

.................................................................................................................................................
...............

...........
..........
........
........
.......
.......
.......
.......
.......
.......
........
.........
..........

............
................

..............................................................................................................................................

θ−1
h (Dh ∩Dg−1)

......................
.
..
..

....................................................................... Dh

.................................................................................................................................................
...............

...........
..........
........
........
.......
.......
.......
.......
.......
.......
........
.........
..........

............
................

..............................................................................................................................................

Dg−1
.......
.......
.......
........
.........
..........

............
................

...............................................................................................................................................................................................................................................................................................
...............

...........
..........
........
........
.......
.......
.......

Dg .......
.......
.......
........
.........
..........

............
................

...............................................................................................................................................................................................................................................................................................
...............

...........
..........
........
........
.......
.......
.......

....
....
....
....
....
....
....
.....
......

.....
........

..................
.

Dh ∩Dg−1

......................
.
..
..

θh
...............

...................
....................................

................................................................................................................... .........
...

θg

...............
...................

....................................
.............................................................................................. ................. .........

...

θg ◦ θh

...............................................................................................................................................................................................................................................................................................................................................................................
.............................

......................
...................

................
...............

..............
.............
............
............
...........
...........
..........
..........
.........
.........
.........
.........
.........
.........
................
............

2.3. Diagram. Composing partially defined functions.

Still referring to (2.1.ii), the symbol “⊆” appearing there is meant to
express the fact that the function on the right-hand-side is an extension1 of
the one on the left-hand-side. In other words (2.1.ii) requires that θgh be an
extension of θg ◦ θh.

It is possible to rephrase the definition of partial actions just mentioning
the collection {θg}g∈G of partially defined2 maps on X, without emphasizing
the collection of sets {Dg}g∈G. In this case we could denote a posteriori the
domain of θg−1 by Dg, and an axiom should be added to require that the
range of θg be contained in Dg.

2.4. Proposition. Given a partial action θ of G on X, as above, one has
that each θg is a bijection from Dg−1 onto Dg and, moreover, θg−1 = θ−1

g .

Proof. By (2.1.ii), we have that θg−1◦θg is a restriction of θ1, which is the iden-
tity map by (2.1.i). Thus θg−1◦θg is the identity on its domain, which is clearly
Dg−1 . Similarly θg ◦ θg−1 is the identity on Dg. This concludes the proof. □

The following provides an equivalent definition of partial actions.

1 If one defines a function as a set of ordered pairs, in the usual technical way, then
the symbol “⊆” should indeed be interpreted simply as set inclusion.

2 By a partially defined map on X we mean any map between two subsets of X.
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2.5. Proposition. Let {Dg}g∈G be a collection of subsets of X, and let
{θg}g∈G be a collection of maps

θg : Dg−1 → Dg.

Then
(
{Dg}g∈G, {θg}g∈G

)
is a partial action of G on X if and only if, in

addition to (2.1.i), for all g and h in G, one has that:

(i) θg
(
Dg−1 ∩Dh

)
⊆ Dgh,

(ii) θg
(
θh(x)

)
= θgh(x), for all x ∈ Dh−1 ∩D(gh)−1 .

Proof. Before we begin, we should notice that (i) justifies (ii) in the following
sense: for all x as in (ii), the fact that x is in Dh−1 tells us that θh(x) is well
defined, while x being in D(gh)−1 implies that θgh(x) is also well defined. In
addition notice that

θh(x) ∈ θh
(
Dh−1 ∩D(gh)−1

) (i)

⊆ Dg−1 ,

whence θh(x) indeed lies in the domain of θg.
Assuming we have a partial action, we have already seen that the domain

of θg ◦ θh is precisely θ−1
h (Dh ∩ Dg−1). Since this map is extended by θgh,

whose domain is D(gh)−1 , we deduce that

θ−1
h (Dh ∩Dg−1) ⊆ D(gh)−1 .

With the change of variables h := g−1, and g := h−1, and using (2.4), we
obtain (i).

Given x ∈ Dh−1∩D(gh)−1 , notice that by (i), we have θh(x) ∈ Dh∩Dg−1 ,
whence x lies in the domain of θg ◦ θh, and then (ii) follows from (2.1.ii).

Conversely, assuming (2.1.i), (i) and (ii), let us first prove that

θg−1 = θ−1
g , ∀ g ∈ G. (2.5.1)

In fact, with h = g−1, point (ii) states that

θg
(
θg−1(x)

)
= x, ∀x ∈ Dg,

which says that θg−1 is a right inverse for θg. Replacing g by g−1, we see that
θg−1 is also a left inverse for θg, thus proving (2.5.1).

Let us now prove (2.1.ii). For this, let x be in the domain of θg ◦ θh,
which, as already seen, means that

x ∈ θ−1
h (Dh ∩Dg−1)

(2.5.1)
= θh−1(Dh ∩Dg−1)

(i)

⊆ Dh−1g−1 ,

thus showing that the domain of θg ◦ θh is contained in the domain of θgh.
Since x is evidently also in the domain of θh, we conclude that

x ∈ Dh−1 ∩Dh−1g−1 ,

and then (ii) implies that θg
(
θh(x)

)
= θgh(x), which means that θgh indeed

extends θg ◦ θh, as desired. □
Condition (2.5.i) may be slightly improved, as follows:
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2.6. Proposition. Let θ =
(
{Dg}g∈G, {θg}g∈G

)
be a partial action of G on

X. Then
θg
(
Dg−1 ∩Dh

)
= Dg ∩Dgh, ∀ g, h ∈ G.

Proof. Combining (2.5.i) with the fact that the range of θg is contained in
Dg, we have that

θg
(
Dg−1 ∩Dh

)
⊆ Dg ∩Dgh. (2.6.1)

Applying θg−1 to both sides of the above inclusion, and using (2.4), we then
deduce that

Dg−1 ∩Dh ⊆ θg−1(Dgh ∩Dg).

Replacing g by g−1, and h by gh, we then deduce the reverse inclusion in
(2.6.1), hence equality. □

The natural notion of equivalence for partial actions is part of our next:

2.7. Definition. Let G be a group, and suppose that, for each i = 1, 2, we
are given a partial action θi =

(
{Di

g}g∈G, {θig}g∈G
)

of G on a set Xi. A map

ϕ : X1 → X2

will be said to be G-equivariant when, for all g in G, one has that

(i) ϕ(D1
g) ⊆ D2

g , and

(ii) ϕ
(
θ1g(x)

)
= θ2g

(
ϕ(x)

)
, for all x in D1

g−1 .

If moreover ϕ is bijective and ϕ−1 is also G-equivariant, we will say that ϕ
is an equivalence of partial actions. If such an equivalence exists, we will say
that θ1 is equivalent to θ2.

Observe that a G-equivariant bijective map ϕ from X1 to X2 may fail
to be an equivalence since property (2.7.i) may fail for ϕ−1.

On the other hand, it is easy to see that a necessary and sufficient con-
dition for a G-equivariant bijective map to be an equivalence is that equality
hold in (2.7.i).

2.8. Definition. Let θ =
(
{Dg}g∈G, {θg}g∈G

)
be a partial action of G on

X. The graph of θ is defined to be the set

Graph(θ) = {(y, g, x) ∈ X ×G×X : x ∈ Dg−1 , θg(x) = y}.

The graph of a partial action evidently encodes all of the information
contained in the partial action itself. It is therefore a very useful device in
the study of partial actions and we will re-encounter it often in the sequel.
Meanwhile let us remark that it has a natural groupoid [3] structure, where
two elements (w, h, z) and (y, g, x) in Graph(θ) may be multiplied if and only
if z = y, in which case we put

(w, h, z)(y, g, x) = (w, hg, x),
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while
(y, g, x)−1 = (x, g−1, y).

We leave it for the reader to check that Graph(θ) is indeed a groupoid with
these operations.

The usual notion of invariance for group actions has a counterpart in
partial actions, as follows.

2.9. Definition. Given a partial action θ =
(
{Dg}g∈G, {θg}g∈G

)
of G on

X, we will say that a given subset Y ⊆ X is invariant under θ, if

θg(Y ∩Dg−1) ⊆ Y, ∀ g ∈ G.

As in the global case we have:

2.10. Proposition. Given a partial action θ =
(
{Dg}g∈G, {θg}g∈G

)
of G

on X, and an invariant subset X ′ ⊆ X, let

D′
g = X ′ ∩Dg, ∀ g ∈ G,

and let θ′g be the restriction of θg to D′
g−1 . Then

(i) θ′ =
(
{D′

g}g∈G, {θ′g}g∈G
)
is a partial action of G on X ′, and

(ii) the inclusion X ′ ↪→ X is a G-equivariant map.

Proof. By hypothesis it is clear that each θ′g maps D′
g−1 into D′

g. Observing

that (2.1.i) is evident for θ′, it suffices to check conditions (2.5.i–ii). For all g
and h in G, we have that

θ′g(D
′
g−1 ∩D′

h) = θg(X
′ ∩Dg−1 ∩Dh) ⊆

⊆ θg(X
′ ∩Dg−1) ∩ θg(Dg−1 ∩Dh) ⊆ X ′ ∩Dgh = D′

gh,

thus verifying (2.5.i). We leave the easy proof of (2.5.ii) for the reader. Point
(ii) is also easy to check. □

Notes and remarks. Partial actions of the group Z on C*-algebras were first
considered by the author in [44]. Soon afterward McClanahan [80] generalized
this notion for arbitrary groups. Partial actions of groups on arbitrary sets
were introduced in [49].
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3. RESTRICTION AND GLOBALIZATION

One of the easiest ways to produce nontrivial examples of partial actions is
via the process of restriction to not necessarily invariant subsets, which we
would now like to describe.

Suppose we are given a global action η of a group G on a set Y . Suppose
further that X is a given subset of Y and we wish to restrict η to an action
of G on X. Evidently this requires that X be an η-invariant subset.

Y

.....................................................................................................................................................................................................................................................................................................................................
........................

..................
...............

.............
............
...........
..........
..........
.........
.........
........
........
........
........
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
........
........
........
........
.........
.........
..........

..........
...........

............
..............

................
...................

..........................
............................................................................................................................................................................................................................................................................................................................... X...............................................................................................................................................................................

................
.............
...........
.........
........
........
.......
.......
.......
.......
.......
.......
.......
.......
........
........
.........

..........
............

................
...........................

....................................................................................................................................................... ηg(X) .......
.......
.......
.......
........
........
.........

..........
............

................
............................

....................................................................................................................................................................................................................................................................................................................................
.................

.............
...........
.........
........
........
.......
.......
.......
.......Dg

3.1. Diagram. Restricting a global action to a partial action.

However, even when X is not η-invariant, we may restrict η to a partial
action of G on X, by setting

Dg = ηg(X) ∩X,

and, after observing that ηg(Dg−1) = Dg, we may let

θg : Dg−1 → Dg

be the restriction of ηg to Dg−1 , for each g in G. The easy verification that
this indeed leads to a partial action is left to the reader.
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3.2. Definition. The partial action θ of G on X defined above is called the
restriction of the global action η to X.

It is readily seen that, under the above conditions, the inclusion of X
into Y is a G-equivariant map.

Let us now discuss the relationship between the graph of a global action
and that of its restriction to a subset.

3.3. Proposition. Let η be a global action of a group G on a set Y and let
θ be its restriction to a subset X ⊆ Y . Then

Graph(θ) = Graph(η) ∩ (X ×G×X).

Proof. Left to the reader. □
Taking a different point of view, one may start with a partial action θ

of G on X and wonder about the existence of a global action η on some set
Y containing X, in such a way that θ is the restriction of η. Assuming that
η does exist, the orbit of X in Y , namely

Orb(X) :=
∪
g∈G

ηg(X)

will evidently be η-invariant and the restriction of η to Orb(X) will be another
global action which, further restricted to X, will again produce the original
partial action θ.

3.4. Definition. Let η be a global action of G on a set Y , and let θ be the
partial action obtained by restricting η to a subset X ⊆ Y . If the orbit of X
coincides with Y , we will say that η is a globalization, or an enveloping action
for θ.

3.5. Theorem. Every partial action admits a globalization, which is uni-
que in the following sense: if θ is a partial action of G on X, and we are
given globalizations ηi acting on sets Y i, for i = 1, 2, then there exists an
equivalence

ϕ : Y 1 → Y 2,

such that ϕ coincides with the identity on X.

Proof. Given a partial action θ =
(
{Dg}g∈G, {θg}g∈G

)
of G on a set X, define

an equivalence relation on G×X by

(g, x) ∼ (h, y) ⇔ x ∈ Dg−1h, and θh−1g(x) = y.

That this is indeed a reflexive and symmetric relation is apparent, while
the transitivity property may be verified as follows: assuming that

(g, x) ∼ (h, y) ∼ (k, z),
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we have that y ∈ Dh−1k, and θk−1h(y) = z. We then have that

x = θg−1h(y) ∈ θg−1h(Dh−1g ∩Dh−1k) = Dg−1h ∩Dg−1k,

whence by (2.5.ii)

θk−1g(x) = θk−1h

(
θh−1g(x)

)
= θk−1h(y) = z,

showing that (g, x) ∼ (k, z).
Let X̃ be the quotient of G×X by this equivalence relation, and let us

denote by [g, x] the equivalence class of each (g, x) ∈ G×X. The map

ι : x ∈ X 7→ [1, x] ∈ X̃ (3.5.1)

is clearly injective and hence we may identify X with its image X ′ in X̃ under
ι. One then verifies that the expression

τg([h, x]) = [gh, x], ∀ g, h ∈ G, ∀x ∈ X,

gives a well defined global action τ of G on X̃.
We claim that

τg(X
′) ∩X ′ = ι(Dg).

In fact, an element of the form [1, x] lies in τg(X
′) if and only if [1, x] = [g, y],

for some y in X, but this is so iff x ∈ Dg, and θg−1(x) = y, proving the claim.
In order to verify that θ indeed corresponds to the restriction of τ to X,

let x ∈ Dg−1 , and observe that(
1, θg(x)

)
∼ (g, x),

whence
ι(θg(x)) = [1, θg(x)] = [g, x] = τg([1, x]) = τg(ι(x)

)
.

This is to say that ι ◦ θg = τg ◦ ι, which means that θg = τg, on Dg−1 , up to
the above identification of X with X ′.

Observing that τg([1, x]) = [g, x], we immediately see that the orbit of

X coincides with X̃, so τ is indeed a globalization of θ.
If η is another globalization of θ, acting on the set Y ⊇ X, define a map

ϕ : (g, x) ∈ G×X 7→ ηg(x) ∈ Y,

and observe that

ϕ(g, x) = ϕ(h, y) ⇔ ηg(x) = ηh(y) ⇔ x = ηg−1h(y),

Under these conditions we have that x ∈ ηg−1h(X) ∩ X = Dg−1h, and y =
ηh−1g(x) = θh−1g(x), meaning that (g, x) ∼ (h, y).

Consequently the map ϕ, above, factors through the quotient X̃, provid-
ing an injective map

ϕ̃ : X̃ → Y.

Being a globalization, Y coincides with the orbit of X under η, from where
one deduces that ϕ̃ is surjective.

We leave it for the reader to prove that ϕ̃ is G-equivariant and coincides
with the identity on the respective copies of X in X̃ and Y . This proves that
X̃ and Y are equivalent globalizations. □
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The process of restricting a global action η to a non-invariant subset,
studied above, could be generalized to the case in which η, itself, is a partial
action. More precisely, suppose we are given a partial action

η =
(
{Yg}g∈G, {ηg}g∈G

)
of a group G on a set Y , and let X ⊆ Y be a not necessarily invariant subset.
Defining

Dg = Yg ∩X ∩ ηg
(
Yg−1 ∩X

)
, ∀ g ∈ G,

one may prove that ηg(Dg−1) = Dg. If we then let θg be the restriction of ηg
to Dg−1 , one has that

θ =
(
{Dg}g∈G, {θg}g∈G

)
is a partial action of G on X, with respect to which the inclusion X ↪→ Y is
a G-equivariant map.

Contrary to the case of restricting a global action, we have found no
interesting applications of the above idea. Thus, until this situation changes,
we will not bother to discuss it any further.

Notes and remarks. The notion of enveloping actions and the proof of Theo-
rem (3.5) is due to Abadie and it first appeared in his PhD thesis [1], which
led to the article [2].
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4. INVERSE SEMIGROUPS

In the study of partial actions, the notion of inverse semigroups plays a pre-
dominant role. So let us briefly introduce this concept, referring the reader
to [78] for proofs and further details.

4.1. Definition. An inverse semigroup is a nonempty set S equipped with
a binary associative operation (i.e., S is a semigroup) such that, for every s
in S, there exists a unique element s∗ in S, such that

ss∗s = s, and s∗ss∗ = s∗.

Given an inverse semigroup S, one may prove that the collection of
idempotent elements in S, namely

E(S) = {s ∈ S : s2 = s},

is a commutative sub-semigroup. Under the partial order relation defined in
E(S) by

e ≤ f ⇔ ef = e, ∀ e, f ∈ E(S),

E(S) becomes a semilattice, meaning that for every e and f in E(S), there
exists a largest element which is smaller than e and f , namely ef . One
therefore often refers to E(S) as the idempotent semilattice of S.

There is also a natural partial order relation defined on S itself by

s ≤ t ⇔ ts∗s = s ⇔ ss∗t = s, ∀ s, t ∈ S. (4.2)

This is compatible with the multiplication operation in the sense that

s ≤ t, s′ ≤ t′ ⇒ ss′ ≤ tt′. (4.3)

One of the main examples of inverse semigroups is as follows: given a
set X, two subsets C,D ⊆ X, and a bijective map

f : C → D,
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we will say that f is a partial symmetry of X. The set

I(X) = {f : f is a partial symmetry of X} (4.4)

may be turned into a semigroup by equipping it with the operation of com-
position, where, as before, the composition of two partially defined maps is
defined on the largest domain where it makes sense.

It may be easily proven that I(X) is an inverse semigroup, where, for
every f in I(X), one has that f∗ is the inverse of f .

The idempotent elements of I(X) are just the identity maps defined on
subsets of X. The order among idempotents happens to be the same as the
order of inclusion of their domains.

More generally, the natural order among general elements of I(X) is the
order given by “extension”, meaning that, for f and g in I(X), one has that
f ≤ g, if and only if g is an extension of f , in symbols

f ≤ g ⇔ f ⊆ g, ∀ f, g ∈ I(X).

The classical Wagner-Preston Theorem [103], [90] asserts that any inverse
semigroup is isomorphic to a *-invariant sub-semigroup of I(X), for some X.
This may be considered as the version for inverse semigroups of the well
known Cayley Theorem for groups.

Given a partial action θ of a group G on a set X, notice that each θg is
an element of I(X).

4.5. Proposition. Let G be a group, X be a set, and

θ : G→ I(X)

be a map. Then θ is a partial action of G on X if and only if, for every g and
h in G, one has that

(i) θ1 is the identity map of X,

(ii) θg−1 = (θg)
∗,

(iii) θgθhθh−1 = θghθh−1 ,

(iv) θg−1θgθh = θg−1θgh.

Proof. Assuming that θ is a partial action, one immediately checks (i) and
(ii). As for (iii), observe that, following (2.2), the domain of θghθh−1 is

θh(Dh−1 ∩D(gh)−1)
(2.6)
= Dh ∩Dg−1 ,

which is clearly also the domain of θgθhθh−1 . For any x in this common
domain we have that

θh−1(x) ∈ θh−1(Dh ∩Dg−1) = Dh−1 ∩Dh−1g−1 ,
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so (iii) follows immediately from (2.5.ii). Finally, (iv) follows from (iii) and
(ii), in view of the fact that the star operation reverses multiplication.

Conversely, suppose that θ satisfies (i–iv) and denote the range of θg by
Dg. Since θg−1 is the inverse of θg by (i), we have that the range of θg−1 is
the domain of θg, meaning that θg is a map

θg : Dg−1 → Dg.

Since (2.1.i) is granted, let us verify (2.1.ii). For this, let us suppose we
are given g and h in G, as well as an element x in the domain of θgθh. Then
the element y := θh(x) clearly lies in the domain of θgθhθh−1 , and hence (iii)
implies that it is also in the domain of θghθh−1 , which is to say that x is in
the domain of θgh. Moreover

θg
(
θh(x)

)
= θg

(
θh(θh−1(y))

)
= θgh

(
θh−1(y)

)
= θgh(x),

proving that θgθh ⊆ θgh. □

The language of inverse semigroups is especially well suited to the intro-
duction of our next example. In order to describe it, let X be a set and let
{fλ}λ∈Λ be any collection of partial symmetries of X.

Letting F = F(Λ) be the free group on the index set Λ, our plan is to
construct a partial action of F on X in the form of a map

θ : F→ I(X).

As a first step, let us define

θλ := fλ, and θλ−1 := f−1
λ , ∀λ ∈ Λ.

Given any element g ∈ F, write

g = x1x2 . . . xn,

in reduced form, meaning that each xj ∈ Λ∪Λ−1, and xj+1 ̸= x−1
j . It is well

known that a unique such decomposition of g exists. We then put

θg := θx1θx2 . . . θxn , (4.6)

with the convention that, if g = 1, then its reduced form is “empty”, and θ1
is the identity function on X.
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4.7. Proposition. The map θ defined in (4.6), above, is a partial action of
F on X.

Proof. We leave it for the reader to prove (2.1.i). In order to verify (2.1.ii),
pick g and h in F, and write

g = xnxn−1 . . . x2x1, and h = y1y2 . . . ym−1ym,

in reduced form, as above (for reasons which will soon become clear, we have
chosen to reverse the indices in the reduced form of g).

Let p be the number of cancellations occurring when performing the
multiplication gh, meaning that

xi = y−1
i , ∀ i = 1, . . . , p,

and that p is maximal with this property. Define g′, h′, and k in F, as follows

g =

g′︷ ︸︸ ︷
xn . . . xp+1

k︷ ︸︸ ︷
xp . . . x1 , and h =

k−1︷ ︸︸ ︷
y1 . . . yp

h′︷ ︸︸ ︷
yp+1 . . . ym,

so that
gh = g′h′ = xn . . . xp+1 yp+1 . . . ym

is in reduced form. Denoting the identity map on X by idX , we then clearly
have that

θkθ
−1
k ⊆ idX ,

so

θgθh = θg′θkθ
−1
k θ′h

(4.3)

⊆ θg′ idX θh′ = θg′θh′ = θg′h′ = θgh, (4.7.1)

concluding the proof. □
Observe that in (4.7.1) we were allowed to use that

θg′θh′ = θg′h′

because the juxtaposition of the reduced forms of g′ and h′ turned out to be
the reduced form of g′h′. Equivalently, |g′h′| = |g′| + |h′|, where | · | refers to
word length.

4.8. Definition. A length function on a group G is a function ℓ : G → R+

such that

(i) ℓ(1) = 0, and

(ii) ℓ(gh) ≤ ℓ(g) + ℓ(h), for all g and h in G.

Evidently | · | is a length function for the free group.



4. inverse semigroups 23

4.9. Definition. Let G be a group equipped with a length function ℓ. A
partial action θ of G is said to be semi-saturated (with respect to the given
length function ℓ) if

ℓ(gh) = ℓ(g) + ℓ(h) =⇒ θgθh = θgh, ∀ g, h ∈ G.

In the free group, observe that the condition that |gh| = |g| + |h| means
that the juxtaposition of the reduced forms of g and h is precisely the reduced
form of gh. So the partial action θ defined in (4.6) is easily seen to be semi-
saturated.

Summarizing we have:

4.10. Proposition. Let X be a set and let {fλ}λ∈Λ be any collection of
partial symmetries of X. Then there exists a unique semi-saturated partial
action θ of F(Λ) on X such that

θλ = fλ, ∀λ ∈ Λ.

Proof. The existence was proved above and we leave the proof of uniqueness
as an easy exercise. □

Notes and remarks. Semi-saturated partial actions are related to Quigg and
Raeburn’s notion of multiplicativity , as defined in [92, Definition 5.1]. The re-
lationship between partial actions and inverse semigroups is further discussed
in [99], [49], [54], [60], [21], [22] and [23].
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5. TOPOLOGICAL PARTIAL DYNAMICAL

SYSTEMS

We shall now be concerned with the topological aspects of partial actions, so,
▶ throughout this chapter, we will fix a group G and topological space X.

5.1. Definition. A topological partial action of the group G on the topolog-
ical space X is a partial action θ =

(
{Dg}g∈G, {θg}g∈G

)
on the underlying

set X, such that each Dg is open in X, and each θg is a homeomorphism.
By a topological partial dynamical system we shall mean a partial dynamical
system (

X, G, {Dg}g∈G, {θg}g∈G
)

where X is a topological space and
(
{Dg}g∈G, {θg}g∈G

)
is a topological par-

tial action of G on X.

When it is understood that we are working in the category of topolog-
ical spaces and there is no chance for confusion we will drop the adjective
topological and simply say partial action or partial dynamical system.

The notion of topological partial actions may also take into account
topological groups (see [47] and [2]) but, for the sake of simplicity, we will
only be concerned with discrete groups in this book.

Recall from (4.4) that I(X) denotes the inverse semigroup formed by all
partial symmetries of X.

5.2. Definition. We will say that a partial symmetry f ∈ I(X) is a partial
homeomorphism of X, if the domain and range of f are open subsets of X,
and f is a homeomorphism from its domain to its range. We will denote by
pHomeo(X) the collection of all partial homeomorphisms of X. It is evident
that pHomeo(X) is an inverse sub-semigroup of I(X).

As an immediate consequence of (4.5) we have:

5.3. Proposition. Let G be a group, X be a topological space, and

θ : G→ pHomeo(X)

be a map. Then θ is a topological partial action of G on X if and only if
conditions (i–iv) of (4.5) are fulfilled.
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We will say that two topological partial actions of G are topologically
equivalent if they are equivalent in the sense of Definition (2.7) and, in addi-
tion, the map ϕ mentioned there is a homeomorphism.

The process of restriction may be applied in the context of topological
spaces as follows: suppose we are given a global topological action η of a
group G on a space Y , as well as an open subset X ⊆ Y .

Let θ be the restriction of η to X, as defined in (3.2) and recall that

Dg = ηg(X) ∩X.

Since ηg is a homeomorphism we have that ηg(X) is open in Y , so Dg is an
open subset of X. Also, since the restricted maps θg are obviously homeo-
morphisms, we conclude that θ is a topological partial action of G on X.

5.4. Definition. Let η be a topological global action of G on a space Y ,
and let θ be the topological partial action obtained by restricting η to an
open subset X ⊆ Y . If the orbit of X coincides with Y , we will say that η is
a topological globalization of θ.

5.5. Proposition. Every topological partial action admits a topological
globalization, unique up to topological equivalence.

Proof. Given a topological partial action θ of the group G on the space X,
let τ and X̃ be as in the proof of (3.5).

Viewing G as a discrete space, consider the product topology on G×X
and let us equip X̃ with the quotient topology. We then claim that τ is a
topological globalization of θ. In other words we must prove that each τg is
a homeomorphism, the map ι mentioned in (3.5.1) is a homeomorphism onto
its image, and ι(X) is open.

The first assertion follows easily from the fact that, for g ∈ G, the map

(h, x) ∈ G×X 7→ (gh, x) ∈ G×X

is a homeomorphism respecting the equivalence relation “∼”.
Observe that ι(x) = π(1, x), for every x in X, where

π : G×X → G×X/∼

is the quotient map, so ι is clearly continuous. In order to prove that ι is a
homeomorphism onto its image it is therefore enough to show that it is an
open map. With this purpose in mind let U ⊆ X be an open set, and let us
prove that ι(U) is open in X̃ (in fact, it would be enough to prove that ι(U)
is open in ι(X)).

By definition of the quotient topology, ι(U) is open in X̃ if and only if
π−1

(
ι(U)

)
is open in G×X. Moreover observe that

(g, x) ∈ π−1
(
ι(U)

)
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if and only if (g, x) ∼ (1, y), for some y ∈ U , but this is clearly equivalent to
saying that x ∈ Dg−1 , and θg(x) ∈ U , or that x ∈ θ−1

g (Dg ∩ U). So

π−1
(
ι(U)

)
=

∪
g∈G

{g} × θ−1
g (Dg ∩ U),

which is then seen to be open in G×X, whence ι(U) is open in X̃, as claimed.
This proves that ι is a homeomorphism onto its image, and it also implies that
ι(X) is an open subset of X̃. Consequently τ is a topological globalization of
θ, taking care of the existence part of the statement.

In order to prove uniqueness, let us be given another topological global-
ization of θ, say η, acting on the space Y . In particular η is a set-theoretical
globalization of θ, so by the uniqueness part of (3.5), there exists an equiva-
lence

ϕ : Y → X̃,

coinciding with the identity map on X (or rather, its canonical copies within
X̃ and Y ). In order to conclude the proof it is now enough to prove that ϕ
is a homeomorphism.

Given y ∈ Y , use the fact that the orbit of X coincides with Y to find
some g in G such that y ∈ ηg(X). For any other y′ ∈ ηg(X), we then have
that x′ := η−1

g (y′) ∈ X, so

ϕ(y′) = ϕ
(
ηg(x

′)
)

= τg
(
ϕ(x′)

)
= τg(x

′) = τg
(
η−1
g (y′)

)
.

Since the map
y′ ∈ ηg(X) 7→ τg

(
η−1
g (y′)

)
∈ τg(X)

is clearly continuous and coincides with ϕ on ηg(X), which is an open neigh-
borhood of y, we see that ϕ is continuous at y. Similarly one may prove
that the inverse of ϕ is continuous, and hence that ϕ is a homeomorphism,
as claimed. □

The reader should be warned that there is a catch in the above result: the
quotient topology defined on X̃ may not be Hausdorff, even if X is Hausdorff.
In fact it is easy to characterize the occurrence of this problem, as seen in
the next:

5.6. Proposition. A topological partial action of a group G on a Hausdorff
space X admits a Hausdorff globalization if and only if its graph is closed in
X ×G×X, where G is given the discrete topology.

Proof. Assuming that η is a globalization of θ on a Hausdorff space Y , observe
that

Graph(η) = {(y, g, x) ∈ Y ×G× Y : y = ηg(x)}.

This should be contrasted with Definition (2.8), as here there is no need to
require x to lie in the domain of ηg, a globally defined map! For this reason
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we see that Graph(η) is closed in Y × G × Y and it then follows from (3.3)
that Graph(θ) is closed in X ×G×X.

Conversely, assuming that Graph(θ) is closed, let η be any topological
globalization of θ, acting on the space Y (recall from (5.5) that there is only
one such).

We will prove that Y is Hausdorff. For this, let us be given two distinct
points y1 and y2 in Y , and write yi = ηgi(xi), with gi ∈ G, and xi ∈ X.
Noticing that

ηg1(x1) = y1 ̸= y2 = ηg2(x2),

one sees that ηg−1
2 g1

(x1) ̸= x2, whence (x2, g
−1
2 g1, x1) is not in the graph of

θ. From the hypothesis it follows that there are open subsets U1, U2 ⊆ X,
with xi ∈ Ui, such that

U2 × {g−1
2 g1} × U1 ∩ Graph(θ) = ∅.

Since X is open in Y , we have that each Ui is open in Y and hence so is
ηgi(Ui). Since xi ∈ Ui, we have that

yi = ηgi(xi) ∈ ηgi(Ui).

In order to verify Hausdorff’s axiom, it now suffices to prove that ηg1(U1)
and ηg2(U2) are disjoint. Arguing by contradiction, suppose that

y ∈ ηg1(U1) ∩ ηg2(U2),

so we may write y = ηg1(z1) = ηg2(z2), with zi ∈ Ui. It follows that
ηg−1

2 g1
(z1) = z2, but since both z1 and z2 lie in X, we indeed have that

θg−1
2 g1

(z1) = z2,

whence

(z2, g
−1
2 g1, z1) ∈ Graph(θ) ∩ U2 × {g−1

2 g1} × U1 = ∅,

a contradiction. This proves that ηg1(U1) and ηg2(U2) are disjoint and hence
that Y is Hausdorff. □

We will see that in many interesting examples, the Dg are closed besides
being open. In this case we have:
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5.7. Proposition. A topological partial dynamical system(
X, G, {Dg}g∈G, {θg}g∈G

)
,

such that each Dg is closed, always admits a Hausdorff globalization.

Proof. If {(yi, gi, xi)}i is a net in Graph(θ), converging to (y, g, x), then gi is
eventually constant, since G has the discrete topology. So we may assume,
without loss of generality that gi = g, for all i. Then every xi lie in Dg−1 ,
and hence x is in Dg−1 , by hypothesis. Consequently

y = lim
i
yi = lim

i
θg(xi) = θg(x),

so (y, g, x) lies in Graph(θ), which is therefore proven to be closed. The
conclusion then follows from (5.6). □

Let us now give an important example of a topological partial dynamical
system based on Bernoulli’s action. For this, let G be a group and consider
the compact topological space

{0, 1}G

relative to the product topology.
It is well known that {0, 1}G is naturally equivalent to P(G), the power

set of G, in such a way that, when a given ω ∈ {0, 1}G is seen as a subset
of G, the Boolean value of the expression “g ∈ ω” is given by the coordinate
ωg. In symbols

ωg = [g ∈ ω], (5.8)

where we are using brackets to denote Boolean value. In what follows we will
often identify {0, 1}G and P(G) based on this correspondence.

For each g ∈ G, and each ω ∈ P(G), let us indicate by

gω = {gh : h ∈ ω},

as usual, and let us consider the mapping

ηg : ω ∈ P(G) 7→ gω ∈ P(G). (5.9)

It is easy to see that each ηg is a homeomorphism and that η is a topological
global action of G on {0, 1}G.

5.10. Definition. The action η of G on {0, 1}G, defined above, will be called
the global Bernoulli action of G.

The next concept to be defined is based on the observation that the set

Ω1 =
{
ω ∈ {0, 1}G : 1 ∈ ω

}
(5.11)

is a compact open subset of {0, 1}G.
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5.12. Definition. The partial Bernoulli action of a group G is the topolog-
ical partial action β of G on Ω1 obtained by restricting the global Bernoulli
action to Ω1, according to (3.2).

Denoting by
Dg = Ω1 ∩ ηg(Ω1), (5.13)

as demanded by (3.2), observe that an element ω in ηg(Ω1) is characterized
by the fact that g ∈ ω. Thus

Dg = {ω ∈ Ω1 : g ∈ ω} =
{
ω ∈ {0, 1}G : 1, g ∈ ω

}
. (5.14)

As already noted, besides being open, Ω1 is a compact set, hence Dg is
compact for every g in G.

The partial Bernoulli action will prove to be of utmost importance in
our study of partial representations subject to relations.

Notes and remarks. Propositions (5.5) and (5.6) were proved by Abadie in
his PhD thesis [1].
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6. ALGEBRAIC PARTIAL DYNAMICAL SYSTEMS

With this chapter we start our study of partial actions of groups on algebraic
structures. Among these, we would eventually like to include rings, algebras,
*-algebras and C*-algebras. We thus begin with a device meant to allow us
to treat rings and algebras in the same footing.

▶ We will assume, throughout, that K is a unital commutative ring. When-
ever convenient we will assume that K is equipped with a conjugation, that
is, an involutive automorphism

r ∈ K 7→ r̄ ∈ K, (6.1)

which will be fixed form now on. In the absence of more interesting conju-
gations one could take the identity map by default. When K is the field of
complex numbers we will always choose the standard complex conjugation.

6.2. Definition. By a K-algebra we will mean a ring A equipped with the
structure of a left K-module, such that, for all λ ∈ K, and all a, b ∈ A, one
has

(i) 1a = a,

(ii) (λa)b = a(λb) = λ(ab).

When K is a field, this is nothing but the usual concept of an algebra
over a field. On the other hand, any ring A may be seen as a Z-algebra,
as long as we equip it with the obvious left Z-module structure. With this
device we may therefore treat rings and algebras in the same footing.

Ideals in K-algebras will always be assumed to be K-sub-modules (that
is, closed under multiplication by elements of K) and homomorphisms be-
tween K-algebras will always be assumed to be K-linear.

6.3. Definition. By a *-algebra overK we mean aK-algebra equipped with
an involution, namely a map

a ∈ A 7→ a∗ ∈ A,

such that, for all a, b ∈ A, and all λ ∈ K, one has

(i) (a∗)∗ = a,

(ii) (a+ λb)∗ = a∗ + λ̄b∗,

(iii) (ab)∗ = b∗a∗.
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Ideals in *-algebras will always be assumed to be self-adjoint (that is,
closed under *) and homomorphisms between *-algebras will always be as-
sumed to be *-homomorphisms, (that is, preserving the involution).

Among the most important examples of *-algebras, we mention the group
ring K(G), for any group G, equipped with the involution

( ∑
g∈G

λgδg

)∗
=

∑
g∈G

λ̄gδg−1 .

6.4. Definition. An algebraic (resp. *-algebraic) partial action of a group
G on a K-algebra (resp. *-algebra) A is a partial action

θ =
(
{Dg}g∈G, {θg}g∈G

)
on the underlying set A, such that each Dg is a two-sided ideal (resp. self-
adjoint two-sided ideal) in A, and each θg is an isomorphism (resp. *-isomor-
phism). Taking the point of view of (2.1) or (5.1), one likewise defines the
notions of algebraic and *-algebraic partial dynamical systems.

When the category one is working with is understood, be it K-algebras
or *-algebras, and when there is no chance for confusion, we will drop the
adjectives algebraic or *-algebraic and simply say partial action or partial
dynamical system.

We will say that two algebraic (resp. *-algebraic) partial actions of G are
algebraically equivalent (resp. *-algebraically equivalent) if they are equivalent
in the sense of Definition (2.7) and, in addition, the map ϕ mentioned there
is a homomorphism (resp. *-homomorphism).

The process of restriction may also be applied in the algebraic context:
given a (*-)algebraic global action η of G on a (*-)algebra B, and given a
two-sided ideal A ⊴ B (supposed to be self-adjoint in the *-algebra case), let
θ be the restriction of η to A, as defined in (3.2). Since

Dg = ηg(A) ∩A,

we have that Dg is a (self-adjoint) two-sided ideal of A and, since the re-
stricted maps θg are obviously (*-)homomorphisms, we conclude that θ is a
(*-)algebraic partial action of G on A.

Reversing this process we may likewise define the notion of (*-)algebraic
globalization, except that we need to adapt the notion of orbit employed in
(3.4) to the algebraic context. Before we spell out the appropriate definition
of algebraic globalization let us discuss a minor technical point.
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6.5. Proposition. Let η be an algebraic global action of the group G on
the K-algebra B, and let A be a two-sided ideal of B. Then the smallest
η-invariant subalgebra of B containing A is∑

g∈G
ηg(A).

Proof. Since each ηg(A) is a two-sided ideal in B, the sum of all such is also
a two-sided ideal in B, and hence also a subalgebra, evidently η-invariant.
That it is the smallest η-invariant subalgebra is also clear. □

If, in addition to the hypotheses of the result above, η is a *-algebraic
global action and A is a self-adjoint ideal, then it is easily verified that∑
g∈G ηg(A) is the smallest η-invariant *-subalgebra of B.

The notion of algebraic globalization is thus adapted from (3.4) as fol-
lows:

6.6. Definition. Let η be a (*-)algebraic global action of G on a (*-)algebra
B, and let A be a (self-adjoint) two-sided ideal of B. Also let θ be the partial
action obtained by restricting η to A. If

B =
∑
g∈G

ηg(A),

we will say that η is a (*-)algebraic globalization of θ.

▶ In order to avoid cluttering the exposition we will now restrict ourselves
to the category of K-algebras, even though most of our results from now on
are valid for *-algebras as well.

Unlike the case of partial actions on sets or topological spaces, algebraic
globalizations do not always exists, and when they do, uniqueness may fail.
Postponing the existence question, let us present an example of a partial
action admitting many non-equivalent algebraic globalizations.

6.7. Example. This is essentially an example of actions onK-modules mas-
queraded as K-algebras. Given a left K-module M , we may view it as a
K-algebra by introducing the trivial multiplication operation, namely,

ab = 0, ∀ a, b ∈M. (6.7.1)

Notice that every K-sub-module of M is an ideal and that any K-linear map
between two such K-modules is automatically a homomorphism.

This said, let us assume that K = R, the field of real numbers, and let
us choose a real number

α ∈ R \Q.
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Consider the action ηα of Z on R2 defined in terms of the group homo-
morphism

ηα : n ∈ Z 7→
[

cos(2nπα) − sin(2nπα)

sin(2nπα) cos(2nπα)

]
∈ GL2(R).

In other words, each ηαn acts by rotating the plane by an angle of 2nπα.
If, as above, we make R2 into an algebra by introducing the trivial

multiplication, we may view ηα as a global algebraic action of Z on R2.
Let A be the one-dimensional subspace of R2 spanned by the vector

(1, 0), hence a two-sided ideal, and let θ be the restriction of ηα to A. Since
ηαn has no real eigenvectors for nonzero n, we have that

Dn := ηαn(A) ∩A = {0},
and consequently θn is the zero map, except of course for θ0, which is the
identity map on D0 = A. It is also easy to see that

R2 =
∑
n∈Z

ηαn(A),

so ηα is an algebraic globalization of θ.
Notice that the complex eigenvalues for ηα1 are e±2πiα so, given two

distinct irrational numbers α1 and α2 in (0, 1/2), the corresponding global
actions ηα1 and ηα2 are not equivalent. Therefore θ admits an uncountable
number of non-equivalent algebraic globalizations.

Many aspects of partial actions become greatly simplified when the ideals
involved are unital.
▶ In order to discuss these aspects, let us fix, for the time being, a partial
action θ =

(
{Dg}g∈G, {θg}g∈G

)
of a group G on an algebra A, such that Dg

is unital, with unit
1g ∈ Dg,

for all g in G.
We will now prove a few technical lemmas which will later be useful to

study the globalization question under the present hypotheses.

6.8. Lemma. For every g, h ∈ G, one has that

θg(1g−11h) = 1g1gh.

Proof. This follows immediately from the fact that 1g−11h is the unit for
Dg−1 ∩Dh, while 1g1gh is the unit for Dg ∩Dgh, and that θg is an isomor-
phisms between these ideals by (2.6). □

Observe that 1g is a central idempotent in A, as is the case for the unit
of any two-sided ideal. Moreover, since Dg = 1gA, the correspondence

Θg : a ∈ A 7→ θg(1g−1a) ∈ A, (6.9)

gives a well defined endomorphism of A.
The range of Θg is clearly Dg, so we have that

Θg(a) = Θg(a)1g, ∀ a ∈ A. (6.10)
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6.11. Lemma. For every g, h ∈ G, and every a ∈ A, one has that

Θg

(
Θh(a)

)
= 1gΘgh(a).

Proof. We have

Θg

(
Θh(a)

)
= θg

(
1g−1θh(1h−1a)

)
= θg

(
1g−11hθh(1h−1a)

) (6.8)
=

= θg
(
θh(1h−1g−11h−1) θh(1h−1a)

)
= θg

(
θh(1h−1g−11h−1a)

) (2.5.ii)
=

= θgh(1h−1g−11h−1a) = θgh(1h−1g−11h−1) · θgh(1h−1g−1a)
(6.8)
=

= 1gh1gΘgh(a) = 1gΘgh(a). □
6.12. Lemma. Suppose that A is an algebra which is a (not necessarily
direct) sum of a finite number of unital ideals. Then A is a unital algebra.

Proof. By induction on the number of summands it is enough to consider
two ideals, say A = J + K. Letting 1J and 1K denote the units of J and
K, respectively, one proves that 1J and 1K are central idempotents in A and
that

1J + 1K − 1J · 1K
is the unit for A. □

We are now ready to tackle our first globalization result for algebraic
partial actions. So far we will only treat the unital case, leaving the highly
involved non-unital case for later.

6.13. Theorem. Let θ =
(
{Dg}g∈G, {θg}g∈G

)
be a partial action of a group

G on a unital algebra A. Then a necessary and sufficient condition for θ to
admit a globalization is that Dg be unital for every g in G. Moreover, in this
case the globalization is unique up to algebraic equivalence.

Proof. Let η be a globalization of θ, acting on the algebra B. Denote by 1A

the unit of A and observe that, for each g in G, one has that

1
A
ηg(1A

) ∈ A ∩ ηg(A) = Dg.

One then easily checks that 1
A
ηg(1A

) is the unit for Dg, which is therefore
proven to be a unital ideal.

Conversely, supposing that each Dg is unital, let us build a globalization
for θ. As a first step we consider the algebra AG, formed by all functions

f : G→ A,

with pointwise operations. Consider the global action η of G on AG defined
by

ηg(f)|h = f(g−1h), ∀ g, h ∈ G, ∀ f ∈ AG,
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and let
ι : A→ AG

be the homomorphism defined by

ι(a)|g = θg−1(1ga) = Θg−1(a), ∀ a ∈ A, ∀ g ∈ G.

Since ι(a)|1 = a, we have that ι is injective, so we may identify A with
its image

A′ := ι(A) ⊆ AG.

We have therefore embedded A into the larger algebra AG, where a global
action of G is defined but, unfortunately, A′ is not necessarily an ideal in AG,
so we need to do some more work if we are to obtain the desired globalization
of θ. The trick is to find an η-invariant subalgebra of AG, containing A′ as an
ideal. In doing so the crucial technical ingredient is to check that for every
g, h ∈ G, one has that

ηg(A
′) · ηh(A′) ⊆ ηg(A

′) ∩ ηh(A′). (6.13.1)

In order to prove this let a, b ∈ A, and notice that, for all k ∈ G, one has

ηg
(
ι(a)

)
|k · ηh

(
ι(b)

)
|k = ι(a)|g−1k · ι(b)|h−1k =

= Θk−1g(a) ·Θk−1h(b) = (⋆).

This can be developed in two different ways. On the one hand

(⋆)
(6.10)

= Θk−1g(a)1k−1hΘk−1h(b)
(6.11)

= Θk−1h

(
Θh−1g(a)

)
·Θk−1h(b) =

= Θk−1h

(
Θh−1g(a)b

)
= ι

(
Θh−1g(a)b

)
|h−1k = ηh

(
ι
(
Θh−1g(a)b

))
|k.

This shows that

ηg
(
ι(a)

)
· ηh

(
ι(b)

)
= ηh

(
ι
(
Θh−1g(a)b

))
∈ ηh(A′).

On the other hand we may write

(⋆)
(6.10)

= Θk−1g(a)1k−1gΘk−1h(b)
(6.11)

= Θk−1g(a) ·Θk−1g

(
Θg−1h(b)

)
=

= Θk−1g

(
aΘg−1h(b)

)
= ι

(
aΘg−1h(b)

)
|g−1k = ηg

(
ι
(
aΘg−1h(b)

))
|k,

whence
ηg
(
ι(a)

)
· ηh

(
ι(b)

)
= ηg

(
ι
(
aΘg−1h(b)

))
∈ ηg(A

′),

thus proving (6.13.1).
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Let B be the subset of AG defined by

B =
∑
g∈G

ηg(A
′).

Using (6.13.1) one immediately sees that B is a subalgebra of AG. More-
over, by plugging h = 1 in (6.13.1) one concludes that A′ is a left ideal of
B, while with g = 1, (6.13.1) implies that A′ is a right ideal of B, so A′ is a
two-sided ideal.

It is clear that B is invariant relative to the global action η, so we may
restrict η to B, obtaining another global action which, by abuse of language,
we still denote by η. The very definition of B then implies that it is the
smallest η-invariant subalgebra of AG containing A′, as seen in (6.5).

In order to complete the existence part of the proof it is now enough to
check that the restriction of η to A′ is equivalent to θ. As a first step let us
verify that

ηg(A
′) ∩A′ = ι(Dg). (6.13.2)

Given x ∈ ηg(A
′)∩A′, write x = ι(a) = ηg(ι(b)), for a, b ∈ A, and notice

that
a = ι(a)|1 = ηg

(
ι(b)

)
|1 = ι(b)|g−1 = Θg(b) ∈ Dg,

so x ∈ ι(Dg). Conversely, if x = ι(a), with a ∈ Dg, let b = θg−1(a), and
notice that, for all h ∈ G,

ηg
(
ι(b)

)
|h = ι(b)|g−1h = Θh−1g(b) =

= Θh−1g

(
Θg−1(a)

) (6.11)
= Θh−1(a)1h−1g. (6.13.3)

Observe, however that

Θh−1(a) = θh−1(1ha) ∈ θh−1(Dh ∩Dg)
(2.6)
= Dh−1 ∩Dh−1g,

so we deduce from (6.13.3) that

ηg
(
ι(b)

)
|h = Θh−1(a) = ι(a)|h,

whence
x = ι(a) = ηg

(
ι(b)

)
∈ ηg(A

′) ∩A′,

proving (6.13.2).
We must now prove that the restriction of each ηg to ι(Dg−1) corresponds

to θg. For this, let a ∈ Dg−1 and observe that, for all k in G we have

ηg
(
ι(a)

)
|k = ι(a)|g−1k = θk−1g(1g−1ka)

(2.6)
= θk−1

(
θg(1g−1ka)

)
= (†).
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Notice that the argument of θk−1 , above, may be rewritten as

θg(1g−1ka) = θg(1g−1k1g−1a) = θg(1g−1k1g−1)θg(a)
(6.8)
=

= 1k1gθg(a) = 1kθg(a),

so
(†) = θk−1

(
1kθg(a)

)
= Θk−1

(
θg(a)

)
= ι(θg(a))|k.

This shows that ηg
(
ι(a)

)
= ι

(
θg(a)

)
, which is to say that restriction of

ηg to ι(Dg) corresponds to θg, as desired.
This takes care of existence, so let us now focus on proving uniqueness.

Therefore we suppose we are given two globalizations of θ, say η and η′,
acting respectively on the algebras B and B′. As a first step we will prove
that given a1, a2, . . . , an ∈ A, and g1, g2, . . . , gn ∈ G, one has that

n∑
i=1

ηgi(ai) = 0 ⇒
n∑
i=1

η′gi(ai) = 0. (6.13.4)

We begin by claiming that, for all g ∈ G, and all a and b in A, one has
that

bηg(a) = bΘg(a). (6.13.5)

In fact observe that
bηg(a) = ηg

(
ηg−1(b)a

)
,

so, since A is an ideal in B, we see that

bηg(a) ∈ A ∩ ηg(A) = Dg.

Therefore, recalling that ηg extends θg, we have that

bηg(a) = bηg(a)1g = bηg(a)ηg(1g−1) = bηg(a1g−1) = bθg(a1g−1) = bΘg(a),

proving (6.13.5). If we now apply this for h−1g, where h is another element of
G, and then compute ηh on both sides of the resulting expression, we obtain

ηh(b)ηg(a) = ηh
(
bΘh−1g(a)

)
. (6.13.6)

Therefore, under the hypothesis of (6.13.4), we have for all b ∈ A, and h ∈ G,
that

0 = ηh(b) ·
n∑
i=1

ηgi(ai)
(6.13.6)

=
n∑
i=1

ηh
(
bΘh−1gi(ai)

)
= ηh

( n∑
i=1

bΘh−1gi(ai)
)
.

As a consequence we deduce that

n∑
i=1

bΘh−1gi(ai) = 0.
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Let us denote by Z =
∑n
i=1 η

′
gi(ai), so that proving (6.13.4) amounts to

proving that Z = 0. Employing (6.13.6), this time for η′, it then follows that

0 = η′h
( n∑
i=1

bΘh−1gi(ai)
)

= η′h(b) ·
n∑
i=1

η′gi(ai) = η′h(b)Z.

Since B′ =
∑
h∈G η

′
h(A), this shows that Z is in the annihilator ideal of B′.

Notice that Z lies in
n∑
i=1

η′gi(A),

which is a finite sum of unital ideals of B, and hence itself a unital ideal by
(6.12). From this we easily see that Z = 0, hence concluding the proof of
(6.13.4).

As a most important consequence, it follows that there exists a well
defined K-linear map ϕ : B → B′, such that

ϕ
( n∑
i=1

ηgi(ai)
)

=
n∑
i=1

η′gi(ai),

for all a1, a2, . . . , an ∈ A, and g1, g2, . . . , gn ∈ G. By reversing the implication
in (6.13.4), we see that ϕ admits an inverse, and so it is a bijection from B
onto B′.

We leave it for the reader to prove the easy facts that ϕ is G-equivariant
and restricts to the identity over A.

Finally, to see that ϕ is a homomorphism, we must prove that ϕ(xy) =
ϕ(x)ϕ(y), for all x, y ∈ B, but it is clearly enough to consider x = ηg(a), and
y = ηh(b), with g, h ∈ G, and a, b ∈ A. We have

ϕ(xy) = ϕ
(
ηg(a)ηh(b)

) (6.13.6)
= ϕ

(
ηg(aΘg−1h(b)

)
=

= η′g
(
aΘg−1h(b)

) (6.13.6)
= η′g(a)η′h(b) = ϕ(x)ϕ(y). □

With this result it is easy to produce examples of algebraic partial actions
possessing no algebraic globalizations:

6.14. Example. Take any unital algebra A containing a non-unital two-
sided ideal J , and consider the partial action θ of the group Z2 = {0, 1}
on A, defined by setting θ0 = idA, and θ1 = idJ , so that D0 = A, and
D1 = J . By (6.13), the absence of a unit in D1 precludes the existence of a
globalization for θ.

Notes and remarks. Partial actions on C*-algebras were studied long before
partial actions on rings and algebras. The reason for this is the fact that the
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first proofs of the associativity property for C*-algebraic partial crossed prod-
ucts (defined later in this book) uses the existence of approximate identities,
which are absent in the purely algebraic case.

Having realized this difficulty early on, I have discussed it with many
colleagues in the Algebra community but it took a while before anyone was
convinced of the relevance of this question. I eventually managed to attract
the attention of Misha Dokuchaev, and together we were able to understand
exactly what was going on [32]. Since then, Misha has been able to convince a
host of people to study the algebraic aspects of partial actions. Unfortunately
the growing body of knowledge in that direction is poorly represented in this
book and it might soon deserve a book of its own.

Theorem (6.13) was proved in [32]. It is an early attempt to replicate
Abadie’s previous work on enveloping actions in the realm of C*-algebras [2],
which we will discuss later in this book. Further attempts were made in [35]
and [4].

Although not covered by this work, the notion of twisted partial actions
of groups on K-algebras has also been considered [47], [34], [35].
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7. MULTIPLIERS

The notion of multiplier algebras is a well established concept among C*-
algebraists, but its purely algebraic version has not appeared too often in the
specialized literature. Since multipliers are an important tool in the treatment
of algebraic partial actions we have included this brief chapter to subsidize
our future work. See [32] for more details.

▶ Throughout this chapter we shall let A be a fixed K-algebra, sometimes
assumed to be a *-algebra.

7.1. Definition. Let L and R be K-linear maps from A to itself. We shall
say that the pair (L,R) is a multiplier of A if, for every a and b in A, one has
that

(i) L(ab) = L(a)b,

(ii) R(ab) = aR(b),

(iii) R(a)b = aL(b).

If A is a unital algebra, and if (L,R) is a multiplier of A, notice that,

R(1) = R(1)1
(7.1.iii)

= 1L(1) = L(1).

Moreover, letting m := R(1) = L(1), we have for every a in A that

L(a) = L(1a) = L(1)a = ma,

while

R(a) = R(a1) = aR(1) = am,

so we see that (L,R) = (Lm, Rm), where Lm is the operator of left multipli-
cation by m, and Rm is the operator of right multiplication by m.
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7.2. Definition. The multiplier algebra of A is the set M(A) consisting of
all multipliers (L,R) of A. Given (L,R) and (L′, R′) in M(A), and λ ∈ K,
we define

λ(L,R) = (λL, λR),

(L,R) + (L′, R′) = (L+ L′, R+R′),

(L,R)(L′, R′) = (L ◦ L′, R′ ◦R).

We leave it for the reader to prove that M(A) is an associative K-
algebra with the above operations. It is moreover a unital algebra with unit
(idA, idA).

If A is a *-algebra, and T : A → A is a linear map, define a mapping
T ∗ : A→ A by the formula

T ∗(a) =
(
T (a∗)

)∗
.

It is then easy to see that T ∗ is also linear.

7.3. Proposition. If A is a *-algebra then so is M(A), when equipped with
the involution

(L,R)∗ := (R∗, L∗), ∀ (L,R) ∈ M(A).

Proof. Left for the reader. □
Assuming that A is an ideal in some other algebra B, let m be a fixed

element of B and consider the maps

Lm : a ∈ A 7→ ma ∈ A, and Rm : a ∈ A 7→ am ∈ A.

It is an easy exercise to show that the pair (Lm, Rm) is a multiplier of
A and that the correspondence

µB : m ∈ B 7→ (Lm, Rm) ∈ M(A), (7.4)

is a homomorphism.

7.5. Definition. We shall say that A is an essential ideal in B if the map
µB mentioned above is injective.

In general the kernel of µB is the intersection of the left and right an-
nihilators of A in B. Therefore A is an essential ideal in B if and only if,
for every nonzero element a in A, there exists some b in B such that either
ab ̸= 0 or ba ̸= 0.

7.6. Definition. We shall say that A is a non-degenerate algebra if there is
no nonzero element a in A such that ab = ba = 0, for all b in A. Equivalently,
if A is an essential ideal in itself.
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7.7. Proposition.

(i) µA is an isomorphism onto M(A) if and only if A is unital.

(ii) The range of µA, henceforth denoted by A′, is an ideal of M(A).

(iii) If A is non-degenerate then A′ is isomorphic to A.

Proof. Left for the reader. □
Thus, when A is an essential ideal in some algebra B, a situation which

is only possible when A is non-degenerate, we have that B is isomorphic to a
subalgebra of M(A), namely the range of µB, containing A′. In other words,
up to isomorphism, all algebras B containing A as an essential ideal are to
be found among the subalgebras of M(A) containing A′.

Given two multipliers (L1, R1) and (L2, R2) in M(A) we shall be con-
cerned with the validity of the formula

R2L1 (?)
= L1R2. (7.8)

We will see that this is the crucial property governing the associativity of
partial crossed products studied below.

To see the connection between associativity and property (7.8) above,
notice that if A is an ideal in some algebra B, and if for all i = 1, 2 we let
(Li, Ri) = µB(mi), for some mi ∈ B, then for every a in A we have that

R2
(
L1(a)

)
= (m1a)m2, while L1

(
R2(a)

)
= m1(am2),

so that (7.8) holds as a consequence of the associativity property of B.
However (7.8) may just as well fail: take A to be anyK-module equipped

with the trivial multiplication operation described in (6.7.1). In this case,
observe that any pair (L,R) of linear operators on A would constitute a
multiplier and one should clearly not expect (7.8) to hold in such a generality!

7.9. Proposition. If A is either non-degenerate or idempotent then (7.8)
holds for any pair of multipliers (L1, R1) and (L2, R2).

Proof. Given a, b ∈ A, we have that

R2
(
L1(a)

)
b = L1(a)L2(b) = L1

(
aL2(b)

)
= L1

(
R2(a)b

)
= L1

(
R2(a)

)
b.

This shows that R2
(
L1(a)

)
−L1

(
R2(a)

)
lies in the left annihilator of A. With

a similar argument one shows that this also lies in the right annihilator of A.
So this proves (7.8) under the assumption that A is non-degenerate.

Next suppose we are given a1, a2 ∈ A. Letting a = a1a2, notice that

R2
(
L1(a)

)
= R2

(
L1(a1a2)

)
= R2(L1(a1)a2) = L1(a1)R2(a2) =

= L1
(
a1R

2(a2)
)

= L1
(
R2(a1a2)

)
= L1

(
R2(a)

)
.

Assuming that A is idempotent, we have that every element of A is a sum of
terms of the form a1a2, whence the conclusion. □
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8. CROSSED PRODUCTS

The classical notion of crossed product3 is a useful tool to construct interest-
ing examples of algebras. Its basic ingredient is a global action η of a group
G on an algebra A. One then defines the crossed product algebra A⋊G,
sometimes also denoted A⋊ηG when we want to make the action explicit, to
consist of all finite formal linear combinations∑

g∈G
agδg, (8.1)

(that is ag = 0, except for finitely many g’s), where the δg are seen as place
markers4.

A multiplication operation on A⋊G is then defined by

(aδg)(bδh) = aηg(b)δgh, (8.2)

for all a and b in A, and all g and h in G.
The intuitive idea behind the above definition of product is to think of

the δg’s as invertible elements implementing the given action. A somewhat
imprecise but highly enlightening calculation motivating this definition is as
follows

(aδg)(bδh) = aδgbδh︸ ︷︷ ︸
eliminate

parentheses

= aδgb δ
−1
g δg︸ ︷︷ ︸

insert 1

δh = aδgbδ
−1
g︸ ︷︷ ︸

view as
conjugation

δgδh︸︷︷︸
apply the
group law

= aηg(b)δgh.

It is our intention to develop a similar construction for partial actions.

3 Algebraists sometimes reserve the term crossed product for situations when, besides
a group action, a cocycle is also involved. When only a group action is present, as above,
the algebraic literature usually favors the expression skew-group algebra.

4 Technically speaking, A⋊G is the set of all finitely supported functions from G to
A. Denoting by agδg the function supported on the singleton {g}, and whose value at g
is the element ag , the term in (8.1) corresponds simply to the function sending g to ag .
Note however that the expression “δg” has no meaning in itself according to the present
convention.
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▶ So let us fix, for the remainder of this chapter, a group G, a K-algebra
A, and an algebraic partial action θ =

(
{Dg}g∈G, {θg}g∈G

)
of G on A.

Evidently the main difficulty in generalizing the above construction of
the crossed product is that, should ηg be a partially defined map, the term
ηg(b) appearing in (8.2) is only defined for b in the domain of ηg.

8.3. Definition. The crossed product5 of the algebra A by the group G
under the partial action θ =

(
{Dg}g∈G, {θg}g∈G

)
is the algebra A⋊G, some-

times also denoted A⋊θG when we want to make θ explicit, consisting of all
finite formal linear combinations ∑

g∈G
agδg, (8.3.1)

with ag ∈ Dg, for all g in G. Addition and scalar multiplication are defined
in the obvious way, while multiplication is determined by

(aδg)(bδh) = θg
(
θg−1(a)b

)
δgh, (8.3.2)

for all g and h in G, and for all a ∈ Dg, and b ∈ Dh.

Here is another imprecise but likewise enlightening calculation, this time
motivating the definition of the multiplication in (8.3.2):

(aδg)(bδh) = aδgbδh︸ ︷︷ ︸
eliminate

parentheses

= δgδ
−1
g︸ ︷︷ ︸

insert 1

aδgb δ
−1
g δg︸ ︷︷ ︸

insert 1

δh = δg δ
−1
g aδg︸ ︷︷ ︸
view as

conjugation

bδ−1
g δgδh︸︷︷︸

apply the
group law

=

= δgθg−1(a)bδ−1
g︸ ︷︷ ︸

view again as
conjugation

δgh = θg
(
θg−1(a)b

)
δgh.

Although slightly longer than (8.2), the definition of the multiplication
in (8.3.2) has the advantage of avoiding the temptation of applying a function
to elements outside its domain. In fact, on the one hand notice that since
a ∈ Dg, the reference to θg−1(a) in (8.3.2) is perfectly legal. On the other
hand, since θg−1(a) belongs to the ideal Dg−1 , we see that θg−1(a)b is in Dg−1

as well, so the reference to θg
(
θg−1(a)b

)
is legal too.

As a final syntactic check, recall that in (8.3.1), each ag must lie in Dg,
so we need to ensure that θg

(
θg−1(a)b

)
lies in Dgh, if we are to allow it to

stand besides δgh. But this is also granted because

θg−1(a)b ∈ Dg−1 ∩Dh,

5 In order to emphasize that the action θ is partial, we will sometimes use the expression
partial crossed product to refer to this construction.
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so
θg
(
θg−1(a)b

)
∈ θg(Dg−1 ∩Dh)

(2.6)
= Dg ∩Dgh.

After extending the multiplication defined above to a bi-linear map on
A⋊G, we must worry about the associativity property, but unfortunately it
does not always hold.

In order to identify the origin of this problem let us begin with the trivial
remark that A⋊G is associative if and only if

(aδg bδh) cδk = aδg (bδh cδk), (8.4)

for all g, h, k ∈ G, and all a ∈ Dg, b ∈ Dh, and c ∈ Dk. Focusing on the
left-hand-side above we have

(aδg bδh) cδk = θg
(
θg−1(a)b

)
δgh cδk =

= θgh

(
θh−1g−1

[
θg
(
θg−1(a)b

)]
c
)
δghk = (⋆1).

Observe that the term within square brackets above satisfies

θg
(
θg−1(a)b

)
∈ θg(Dg−1 ∩Dh) = Dg ∩Dgh,

which is precisely the set on which (2.5.ii) yields θh−1g−1 = θh−1θg−1 . There-
fore we may cancel out the composition “θg−1θg”, so that

(⋆
1
) = θgh

(
θh−1

(
θg−1(a)b

)
c
)
δghk = (⋆

2
).

Observe also that the underlined term above satisfies

θh−1

(
θg−1(a)b

)
∈ θh−1(Dg−1 ∩Dh) = Dh−1g−1 ∩Dh−1 ,

which is where θgh = θgθh, again according to (2.5.ii). We thus finally obtain
that

(⋆2) = θg

[
θh

(
θh−1

(
θg−1(a)b

)
c
)]
δghk.

On the other hand, the right-hand-side of (8.4) equals

aδg (bδh cδk) = aδg

(
θh
(
θh−1(b)c

)
δhk

)
= θg

[
θg−1(a)θh

(
θh−1(b)c

)]
δghk.

This said, we see that equation (8.4) is equivalent to

θg

[
θg−1(a)θh

(
θh−1(b)c

)]
= θg

[
θh

(
θh−1

(
θg−1(a)b

)
c
)]
,

which is clearly the same as

θg−1(a)θh
(
θh−1(b)c

)
= θh

(
θh−1

(
θg−1(a)b

)
c
)
.

Since the only occurrence of g and a, above, is in the term θg−1(a),
me may substitute a for θg−1(a) without altering the logical content of this
expression. We have therefore proven:
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8.5. Lemma. A necessary and sufficient condition for A⋊G to be associ-
ative is that, for all h ∈ G, b ∈ Dh, and a, c ∈ A, one has

aθh
(
θh−1(b)c

)
= θh

(
θh−1

(
ab
)
c
)
. (8.5.1)

The above condition might still look a bit messy at first, but it may be
given a clean interpretation in terms of multipliers. With this goal in mind,
consider the multiplier of Dh given by (L1, R1) = µA(a), as defined in (7.4).

There is another relevant multiplier of Dh given as follows: initially
consider the multiplier

µA(c) = (Lc, Rc) ∈ M(Dh−1).

Since θh is an isomorphism from Dh−1 to Dh, we may transfer the above to
a multiplier (L2, R2) ∈ M(Dh), by setting

L2 = θhLcθh−1 , and R2 = θhRcθh−1 .

Given b ∈ Dh, notice that

L1
(
R2(b)

)
= aθh

(
θh−1(b)c

)
, and R2

(
L1(b)

)
= θh

(
θh−1(ab)c

)
, (8.6)

so that (8.5.1) is precisely expressing the commutativity of L1 and R2, as
discussed in (7.8).

We thus arrive at the main result of this chapter:

8.7. Theorem. Given an algebraic partial action θ =
(
{Dg}g∈G, {θg}g∈G

)
of the group G on the algebra A, a sufficient condition for A⋊G to be an
associative algebra is that each Dg be either non-degenerate or idempotent.

Proof. Follows immediately from (8.6), (8.5), and (7.9). □
We refer the reader to [32, Proposition 3.6] for an example of a non-

associative partial crossed product.
In virtually all of the examples of interest to us, sufficient conditions for

associativity will be present, so we will not have to deal with non-associative
algebras. However, the next few general results in this chapter do not need
associativity, so we will temporarily be working with possibly non-associative
algebras.

The following elementary fact should be noticed:

8.8. Proposition. Given an algebraic partial action θ of the group G on
the algebra A, the correspondence

a ∈ A 7→ aδ1 ∈ A⋊G

is an injective homomorphism.

We will therefore often identify A with its image in A⋊G under the above
map.

Let us now briefly study crossed products by *-algebraic partial actions.
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8.9. Proposition. Given a *-algebraic partial action

θ =
(
{Dg}g∈G, {θg}g∈G

)
of the group G on the *-algebra A, let

∗ : A⋊G→ A⋊G,

be the unique conjugate-linear map such that

(aδg)
∗ = θg−1(a∗)δg−1 , ∀ g ∈ G, ∀ a ∈ Dg.

Then this operation satisfies (6.3.i–iii), so A⋊G is a (possibly non-associative)
*-algebra.

Proof. We leave the easy proofs of (6.3.i–ii) to the reader and concentrate on
(6.3.iii). We must then prove that

(aδg bδh)∗ = (bδh)∗(aδg)
∗, ∀ g, h ∈ G, ∀ a ∈ Dg, ∀ b ∈ Dh. (8.9.1)

Observe that the left-hand-side above equals

(aδg bδh)∗ =
(
θg
(
θg−1(a)b

)
δgh

)∗
=

= θh−1g−1

(
θg
(
b∗θg−1(a∗)

))
δh−1g−1 = (⋆).

Notice that the term between the outermost pair of parenthesis above satisfies

θg
(
b∗θg−1(a∗)

)
∈ θg(Dh ∩Dg−1) ∈ Dgh ∩Dg,

where θh−1g−1 coincides with θh−1θg−1 , by (2.5.ii). So

(⋆) = θh−1

(
b∗θg−1(a∗)

)
δh−1g−1 .

Speaking of the right-hand-side of (8.9.1), we have

(bδh)∗(aδg)
∗ =

(
θh−1(b∗)δh−1

) (
θg−1(a∗)δg−1

)
=

= θh−1

(
b∗θg−1(a∗)

)
δh−1g−1 ,

which coincides with (⋆) hence proving (8.9.1). This concludes the proof. □
Under the conditions of the above Proposition, it is clear that the canon-

ical embedding of A into A⋊G described in (8.8) is a *-homomorphism.

One of the main applications of partial actions is to the theory of graded
algebras. Let us therefore formally introduce this important concept.
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8.10. Definition. Let B be a (*-)algebra and let G be a group. By a G-
grading of B we shall mean an independent collection {Bg}g∈G of K-sub-
modules of B, such that B =

⊕
g∈GBg, and

BgBh ⊆ Bgh, ∀ g, h ∈ G.

In the *-algebra case we also require that

B∗
g ⊆ Bg−1 , ∀ g ∈ G.

Given such a G-grading, we say that B is a G-graded algebra, and each Bg is
called a grading space, or a homogeneous space.

The next result states that a partial crossed product algebra has a canon-
ical grading. Its proof is left as an easy exercise to the reader.

8.11. Proposition. Given a (*-)algebraic partial action

θ =
(
{Dg}g∈G, {θg}g∈G

)
of G on the (*-)algebra A, let Bg be the subset of A⋊G given by

Bg = Dgδg.

Then {Bg}g∈G is a G-grading of A⋊G.

As already claimed, partial actions will often be used to describe graded
algebras. Given a graded algebra B =

⊕
g∈GBg, the plan is to look for

sufficient conditions to ensure the existence of a partial action of G on6 B1

such that B is isomorphic to B1⋊G.
As an example let Mn(K) denote the algebra of all n× n matrices with

coefficients in K, and consider the Z-grading of Mn(K) given by

Bk = span{ei,j : i− j = k}, ∀ k ∈ Z,

where the ei,j are the standard matrix units.
0 0 ⋆ 0 0 0
0 0 0 ⋆ 0 0
0 0 0 0 ⋆ 0
0 0 0 0 0 ⋆
0 0 0 0 0 0
0 0 0 0 0 0


An illustration of B−2 in M6(K).

6 Recall that, in the grading of A⋊G provided by (8.11), the grading subspace corre-
sponding to the unit group element is naturally isomorphic to A.
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One may immediately rule out the possibility that this grading comes
from a global action since Bk = {0}, for all |k| ≥ n. However we will soon
see that it may be effectively described as the crossed product algebra for a
partial action of Z on Kn.

Let us now discuss a few elementary functorial properties of crossed
products.

8.12. Proposition. Let G be a group and suppose we are given (*-)alge-
braic partial dynamical systems

θi =
(
Ai, G, {Di

g}g∈G, {θig}g∈G
)
,

for i = 1, 2. Suppose, in addition, that φ : A1 → A2 is a G-equivariant
(*-)homomorphism. Then there is a graded7 (*-)homomorphism

ψ : A1⋊G→ A2⋊G,

such that

ψ(aδg) = φ(a)δg, ∀ a ∈ D1
g ,

(we believe the context here is enough to determine the appropriate interpre-
tations of the expressions “aδg” and “φ(a)δg”, above, so as to dispense with
heavier notation such as “aδ1g” and “φ(a)δ2g”).

Proof. Left to the reader. □

Injectivity and surjectivity of the induced map is discussed in the next
Proposition. The proof is routine so we again leave it for the reader.

8.13. Proposition. Under the conditions of (8.12) one has:

(i) If φ is injective, then so is ψ.

(ii) If φ(D1
g) = D2

g , for every g in G, then ψ is surjective.

There are some recurring calculations with elements of A⋊G which are
useful to know in advance. So, before concluding this chapter, let us collect
some of these for later reference.

8.14. Proposition. In what follows, every time we write aδg, it is assumed
that g is an arbitrary element of G and a is an arbitrary element of Dg,
satisfying explicitly stated conditions, if any. If an expression involves a “*”,
we assume we are speaking of a *-algebraic partial dynamical system.

7 A map ψ between two graded algebras B =
⊕

g∈G
Bg and C =

⊕
g∈G

Cg is said to

be graded if ψ(Bg) ⊆ Cg , for every g in G.
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Wherever 1g is mentioned, we tacitly assume that Dg is unital with unit 1g.
In this case recall that Θg was defined in (6.9).

(a) (aδ1)(bδh) = abδh,

(b) (aδg)(bδh) = aθg(b)δgh, provided b ∈ Dg−1 ∩Dh,

(c)
(
θg(a)δg

)
(bδh) = θg(ab)δgh, provided a ∈ Dg−1 ,

(d) (uδg)(aδ1)(vδg−1) = uθg(av)δ1,

(e) (aδg)
∗(bδh) = θg−1(a∗b)δg−1h,

( f ) (aδg)(bδg)
∗ = ab∗δ1,

(g) (1gδ1)(aδg) = aδg,

(h) (aδg)(1g−1δ1) = aδg,

( i ) (1gδg)(aδ1)(1g−1δg−1) = θg(a)δ1, provided a ∈ Dg−1 ,

( j ) (aδg)(bδh) = aθg(1g−1b)δgh = aΘg(b)δgh.

Proof. Left for the reader. □

Notes and remarks. Theorem (8.7) was first proved in [32]. It will be used
again to give a proof of the associativity of C*-algebraic partial crossed prod-
ucts which, unlike the original proofs, does not use approximate identities,
relying only on the fact that C*-algebras are non-degenerate.

Similar results on the associativity of twisted partial crossed products
can be found in [47, Proposition 2.4] and [34, Theorem 2.4].
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9. PARTIAL GROUP REPRESENTATIONS

Given a partial action θ =
(
{Dg}g∈G, {θg}g∈G

)
of a group G on an algebra

A, we have seen that A⋊G consists of elements of the form∑
g∈G

agδg,

with ag ∈ Dg. As already mentioned the δg appearing above are just place
markers and thus have no meaning by themselves. However, in case θ is a
global action and A is a unital algebra, the elements

vg := 1δg, ∀ g ∈ G,

make perfectly good sense and are indeed crucial in the study of skew prod-
ucts. In that case it is easy to see that each vg is an invertible element in
A⋊G and, in addition, we have that

vgh = vgvh, ∀ g, h ∈ G,

so v may be seen as a group representation of G in A⋊G. Identifying A with
its canonical copy in A⋊G, we also have that

vgav
−1
g = θg(a), ∀ g ∈ G, ∀ a ∈ A,

which is to say that θg coincides with the inner automorphism Advg on A.

In the case of a partial action the above definition of vg does not make
sense, unless we assume that each Dg is a unital ideal in which case we may
redefine

ug := 1gδg, ∀ g ∈ G,

where 1g is the unit of Dg. With the appropriate modifications we will see
that the ug play as important a role relative to partial action as the vg does
in the global case.



52 partial dynamical systems and fell bundles

9.1. Definition. Given a group G and a unital algebra B, we shall say that
a map

u : G→ B

is a partial representation of G in B if, for all g and h in G, one has that

(i) u1 = 1,

(ii) uguhuh−1 = ughuh−1 ,

(iii) ug−1uguh = ug−1ugh.

If B is a *-algebra and u moreover satisfies

(iv) ug−1 = (ug)
∗,

we will say that u is a *-partial representation.

The above definition of partial group representation may be generalized
to maps from G to any unital semigroup (also called monoid), with or without
an involution. Specializing this to the multiplicative semigroup of an algebra
B, we evidently recover the above definition.

9.2. Given a unital *-algebra B, and a map u : G → B satisfying (9.1.iv),
notice that (9.1.ii) is equivalent to (9.1.iii). Thus, for such a map to be proven
a *-partial representation, one may choose to check only one axiom among
(9.1.ii) and (9.1.iii).

For comparison purposes, let us recall a well known concept:

9.3. Definition. Given a group G and a unital algebra B, we shall say that
a map v : G→ B is a group representation of G in B if, for all g and h in G,
one has that

(i) v1 = 1, and

(ii) vgvh = vgh.

If B is a *-algebra and v moreover satisfies

(iii) vg−1 = (vg)
∗,

we will say that v is a unitary representation.

Needless to say, a (unitary) group representation is a (*-)partial group
representation, but we shall encounter many examples of partial representa-
tions which are not group representations.

A rule of thumb to memorize condition (9.1.ii), above, is to think of it as
the usual axiom for a group representation, namely “uguh = ugh”, but which
is being “observed” by the term uh−1 on the right. The observer apparently
does not take any part in the computation and, in case it is invertible, one
could effectively cancel it out and be left with the traditional “uguh = ugh”.
A similar comment could of course be made with respect to the left-hand
observer ug−1 in (9.1.iii).

Returning to the discussion at the beginning of the present chapter, we
now present an important source of examples of partial representations.
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9.4. Proposition. Let θ =
(
{Dg}g∈G, {θg}g∈G

)
be a (*-)partial action of a

group G on a (*-)algebra A, such that each Dg is unital, with unit denoted
1g. Then the map

u : g ∈ G 7→ 1gδg ∈ A⋊G,
is a (*-)partial representation.

Proof. Condition (9.1.i) is evident. As for (9.1.iii), let g, h ∈ G, and observe
that, using (8.14) we have

uguh = (1gδg)(1hδh) = 1gθg(1g−11h)δgh = 1g1ghδgh,

so
ug−1uguh = (1g−1δg−1)(1g1ghδgh) = 1g−1θg−1(1g1gh)δh =

= 1g−11hδh = (⋆).

On the other hand,

ug−1ugh = (1g−1δg−1)(1ghδgh) = 1g−1θg−1(1g1gh)δh = 1g−11hδh,

which coincides with (⋆), hence proving (9.1.iii). The proof of (9.1.ii) follows
along similar lines.

In the *-algebra case, observe that 1∗g is also a unit for Dg and, since an
algebra has at most one unit, we must have 1∗g = 1g. Therefore

(ug)
∗ = (1gδg)

∗ = θg−1(1∗g)δg−1 = θg−1(1g)δg−1 = 1g−1δg−1 = ug−1 .

proving (9.1.iv). □
Let us now discuss another source of examples of partial representations,

but let us first observe that, given an idempotent element p in an algebra B,
then pBp is a unital subalgebra of B, with unit p. If B is moreover a *-algebra
and p is self-adjoint (that is, p∗ = p), then pBp is clearly also a *-algebra.

9.5. Proposition. Let B be a unital (*-)algebra, and v be a (unitary) group
representation of G in B. Suppose that p is a (self-adjoint) idempotent
element of B such that vgpvg−1 commutes with p, for every g in G. Then the
formula

ug = pvgp, ∀ g ∈ G

defines a (*-)partial representation of G in the unital (*-)algebra pBp.

Proof. With respect to (9.1.i), we clearly have that u1 = p, which is the unit
of pBp. Given g and h in G we have

ug−1uguh = p vg−1pvg p vhp = p p vg−1pvg vhp =

= pvg−1pvghp = ug−1ugh,

proving (9.1.iii), while (9.1.ii) may be proved similarly. In the *-algebra case
we have

ug−1 = pvg−1p = pv∗gp = (pvgp)
∗ = (ug)

∗,

proving (9.1.iv). □
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After developing the necessary tools we will come back to this construc-
tion proving that the above process may sometimes be reversed, so that cer-
tain partial representations may be dilated to unitary group representations.

Notice that a partial action may itself be viewed as a *-partial represen-
tation of G in the inverse semigroup I(X), according to (4.5). In what follows
we will show that, conversely, partial representations have a characterization
similar to the definition of partial actions given in (2.1).

9.6. Proposition. Let G be a group, S be a unital inverse semigroup, and
u : G→ S be a map. Then u is a *-partial representation8 if and only if, for
all g, h ∈ G, one has that

(i) u1 = 1,

(ii) ug−1 = (ug)
∗,

(iii) uguh ≤ ugh.

Proof. Assume conditions (i–iii) hold. Given g and h in G, we interpret (iii)
from the point of view of (4.2) obtaining

uguh = ughuh−1ug−1uguh. (9.6.1)

Focusing on (9.1.ii), we right multiply the above equation by uh−1 to obtain

uguhuh−1 = ughuh−1 ug−1ug uhuh−1 =

= ughuh−1 uhuh−1 ug−1ug = ughuh−1 ug−1ug = . . . (9.6.2)

which is almost what we want, except for the extraneous term ug−1ug on the
right-hand-side. Letting e denote the initial projection of ughuh−1 , namely

e = uhuh−1g−1ughuh−1 ,

we claim that
e ≤ ug−1ug. (9.6.3)

Should the claim be verified, we could continue from (9.6.2) as follows:

. . . = ughuh−1 e ug−1ug = ughuh−1 e = ughuh−1 ,

thus proving the desired axiom (9.1.ii). Unfortunately the proof we found for
(9.6.3) is a bit cumbersome. It starts by applying (9.6.1) with gh and h−1

playing the roles of g and h, respectively, producing

ughuh−1 = uguhuh−1g−1ughuh−1 . (9.6.4)

8 Here we are considering a generalized notion of partial representations, taking values
in a semigroup with involution, rather than a *-algebra, as already commented after (9.1).
In any case, when we say that u is a *-partial representation, all we mean is that (9.1.i–iv)
are satisfied.
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With an eye in (9.6.3) we then compute

eug−1ug = uhuh−1g−1ughuh−1ug−1ug = . . .

Replacing uh−1 by uh−1uhuh−1 , and using the fact that idempotents in S
commute, the above equals

. . . = uhuh−1g−1ughuh−1ug−1uguhuh−1 = . . .

Repeating this procedure, but now replacing ugh by ughuh−1g−1ugh, we get

. . . = uhuh−1g−1 ughuh−1ug−1uguh︸ ︷︷ ︸
(9.6.1)

uh−1g−1ughuh−1 =

= uhuh−1g−1 uguh uh−1g−1ughuh−1︸ ︷︷ ︸
(9.6.4)

=

= uhuh−1g−1 ughuh−1 =

= e.

This proves (9.6.3) and, as already mentioned, (9.1.ii) follows. Point
(9.1.iii) is now an easy consequence of (9.1.ii) and (ii).

In order to prove the converse, given that u is a *-partial representation,
we have, for all g and h in G, that

ughuh−1ug−1uguh
(9.1.ii)

= ug uhuh−1 ug−1ug uh =

= ug ug−1ug uhuh−1 uh = uguh,

proving (iii). Points (i) and (ii) are evident from the hypothesis. □

Suggested by (4.9) we have the following important concept.

9.7. Definition. Let G be a group equipped with a length function ℓ. A
partial representation u of G in a unital algebra B is said to be semi-saturated
(with respect to the given length function ℓ) if

ℓ(gh) = ℓ(g) + ℓ(h) =⇒ uguh = ugh, ∀ g, h ∈ G.

Among the many interesting algebraic properties of partial representa-
tions we note the following:
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9.8. Proposition. Let u be a given (*-)partial representation of a group G
in a unital (*-)algebra B. Denoting by

eg := ugug−1 , (9.8.1)

one has for every g, h ∈ G, that

(i) ugug−1ug = ug,

(ii) eg is a (self-adjoint) idempotent,

(iii) ugeh = eghug,

(iv) egeh = eheg,

(v) uguh = egugh.

Proof. The first point follows easily from (9.1.i) and (9.1.ii). Point (ii) then
follows immediately from (i) and the observation, in the *-algebra case, that

(eg)
∗ = (ugug−1)∗ = (ug−1)∗(ug)

∗ = ugug−1 = eg.

As for (iii) we have

ugeh = uguhuh−1
(9.1.ii)

= ughuh−1
(i)
=

= ughu(gh)−1ughuh−1
(9.1.iii)

= ughu(gh)−1ug = eghug.

To prove (iv) we compute

egeh = ugug−1eh
(iii)
= ugeg−1hug−1

(iii)
= egg−1hugug−1 = eheg.

We finally have

uguh
(i)
= ugug−1uguh

(9.1.iii)
= egugh. □

Even though a certain disregard for the group law is the defining feature
of partial representations, sometimes the group law is duly respected:

9.9. Proposition. Let u be a partial representation of the group G in a
unital K-algebra B. Also let h be a fixed element of G. Then the following
are equivalent:

(i) uh is left-invertible,

(ii) uh−1uh = 1,

(iii) uguh = ugh, for all g in G,

(iv) uh−1 is right-invertible,

(v) uh−1ug = uh−1g, for all g in G.
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Proof. (i) ⇒ (ii). Let v be a left-inverse for uh, meaning that vuh = 1. Then

1 = vuh
(9.8.i)

= vuhuh−1uh = uh−1uh.

(ii) ⇒ (iii). For every g in G, we have that

uguh = uguhuh−1uh
(9.1.ii)

= ughuh−1uh = ugh.

(iii) ⇒ (i). Plugging g = h−1 in (iii), we have

uguh = ugh = u1 = 1,

so ug is a left-inverse for uh.

(ii) ⇒ (v). For every g in G, we have that

uh−1ug = uh−1uhuh−1ug
(9.1.iii)

= uh−1uhuh−1g = uh−1g.

(v) ⇒ (iv). Taking g = h in (v), we have

uh−1ug = uh−1g = u1 = 1,

so ug is a right-inverse for uh−1 .

(iv) ⇒ (ii). Let v be a right-inverse for uh−1 , meaning that uh−1v = 1. Then

1 = uh−1v = uh−1uhuh−1v = uh−1uh. □

One of the most important roles played by partial representations is as
part of covariant representations of algebraic partial dynamical systems, a
notion to be introduced next.

9.10. Definition. By a covariant representation of a (*-)algebraic partial
action

θ =
(
{Dg}g∈G, {θg}g∈G

)
in a unital (*-)algebra B, we shall mean a pair (π, u), where π : A → B is a
(*-)homomorphism, u is a (*-)partial representation of G in B, and,

ugπ(a)ug−1 = π
(
θg(a)

)
, ∀ g ∈ G, ∀ a ∈ Dg−1 .

Under the assumptions of (9.4) we have seen that u is a partial represen-
tation of G in A⋊G. If, in addition, we denote by π the canonical inclusion
of A in A⋊G, one may easily prove that the pair (π, u) is a covariant repre-
sentation of θ in A⋊G. In doing so, the conclusions of (8.14) will make this
task a lot easier.

Let us now present a few easy consequences of the above definition.
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9.11. Proposition. Let

θ =
(
{Dg}g∈G, {θg}g∈G

)
be a (*-)algebraic partial action of a group G on a (*-)algebra A. Also let
(π, u) be a covariant representation of θ in a unital (*-)algebra B, and denote
by eg = ugug−1 , as usual. Then, for every g in G, one has that:

(i) π(a) = egπ(a) = π(a)eg, for every a ∈ Dg,

(ii) ugπ(a) = π
(
θg(a)

)
ug, for every a ∈ Dg−1 ,

(iii) the linear mapping π × u : A⋊G→ B determined by

(π × u)(aδg) = π(a)ug, ∀ g ∈ G, ∀ a ∈ Dg,

is a (*-)homomorphism.

Proof. Given a in Dg, we have

egπ(a)eg = ugug−1π(a)ugug−1 = ugπ
(
θg−1(a)

)
ug−1 =

= π
(
θg(θg−1(a))

)
= π(a),

from where one easily deduces (i). Now, if a ∈ Dg−1 , then

ugπ(a)
(i)
= ugπ(a)eg−1 = ugπ(a)ug−1ug = π

(
θg(a)

)
ug,

proving (ii). As for (iii), we have for all a ∈ Dg and b ∈ Dh, that

(π × u)(aδg) (π × u)(bδh) = π(a)ugπ(b)uh
(ii)
= ugπ

(
θg−1(a)

)
π(b)uh =

= ugπ
(
θg−1(a)b

)
uh = π

(
θg
(
θg−1(a)b

))
uguh

(9.8.v)
=

= π
(
θg
(
θg−1(a)b

))
egugh

(i)
= (π × u)

(
θg
(
θg−1(a)b

)
δgh

)
=

= (π × u)(aδg bδh),

so we see that π × u is multiplicative. In the *-algebraic case, we have

(
(π × u)(aδg)

)∗
= (π(a)ug)

∗ = u∗gπ(a)∗
(9.11.i)

= ug−1π(a∗)ugug−1 =

= π
(
θg−1(a∗)

)
ug−1 = (π × u)

(
θg−1(a∗)δg−1

)
= (π × u)

(
(aδg)

∗),
proving that π × u is a *-homomorphism. □
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Therefore we see that covariant representations lead to representations
of (simply meaning homomorphisms defined on) the partial crossed product
algebra. One could then ask to what extent does every homomorphism de-
fined on A⋊G arise from a covariant representation. We will later see that
this is always the case in the category of C*-algebras but for now we simply
note that, if every Dg is unital, then a homomorphism

ϕ : A⋊G→ B

into a unital algebra B gives rise to a covariant representation (π, u) in a
trivial way: set π(a) = ϕ(aδ1), and define ug = ϕ(1gδg). One would then
have for all a in Dg, that

(π × u)(aδg) = π(a)ug = ϕ(aδ1)ϕ(1gδg) = ϕ(aδ1 1gδg)
(8.14)

= ϕ(aδg),

hence proving that ϕ = (π × u).

In case one is attempting to provide a concrete model for a given partial
crossed product algebra, perhaps trying to prove it to be isomorphic to some
well known algebra, it is useful to know when are homomorphisms defined
on the crossed product injective. The following result may therefore come in
handy.

9.12. Proposition. Let B be a G-graded (*-)algebra and let (π, u) be a
covariant representation of a (*-)algebraic partial dynamical system(

A, G, {Dg}g∈G, {θg}g∈G
)
,

in B, such that π(A) ⊆ B1, and ug ∈ Bg, for all g ∈ G. Then π × u is a
graded homomorphisms (meaning that it takes the G-grading subspace Dgδg
into Bg), and moreover the following are equivalent:

(i) π is one-to-one,

(ii) π × u is one-to-one.

Proof. For all a ∈ Dg, notice that

(π × u)(aδg) = π(ag)ug ∈ B1Bg ⊆ Bg, (9.12.1)

so π × u is a graded homomorphisms, as desired.
Since the restriction of π×u to the canonical copy of A in A⋊G coincides

with π, it is obvious that (ii) implies (i).
Conversely, assuming that (i) holds, let a =

∑
g∈G agδg ∈ A⋊G, be in

the kernel of π × u. We then have

0 = (π × u)(a) =
∑
g∈G

π(ag)ug. (9.12.2)

Since each π(ag)ug ∈ Bg, by (9.12.1), and since the Bg are independent,
we deduce that π(ag)ug = 0, for all g in G. Recalling that the π(ag) ∈ Dg,
we then have

π(ag)
(9.11.i)

= π(ag)eg = π(ag)ugug−1 = 0.

The assumed injectivity of π then implies that all ag = 0, so a = 0, proving
that π × u is injective. □
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Notes and remarks. A first rudimentary notion of partial representations was
introduced by McClanahan in [80], as part of the ingredients of covariant
representations for partial dynamical systems. A refinement of this idea was
subsequently presented by Quigg and Raeburn in [92], where the expression
partial representation was coined. The current set of axioms, as described
in (9.1), was introduced in [49], under the presence of an involution, and in
[33], otherwise. The characterization of partial representations given in (9.6)
is closely related to the original definition given by Quigg and Raeburn.
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10. PARTIAL GROUP ALGEBRAS

Given a group G, one of the main reasons why one studies the classical group
algebra K(G) is that its representation theory is equivalent to that of G.
Having expanded the notion of group representations to include partial ones,
we will now introduce the partial group algebra of G whose role relative to
partial representations of G will be shown to parallel that of K(G).

▶ To begin, let us temporarily fix a partial representation u of a given
group G in a unital algebra B. Recall from (9.8.iv) that the eg (defined to
be ugug−1) form a commutative set of idempotents, so the subalgebra A of
B generated by all of the eg’s is a commutative algebra. Denote by Dg the
ideal of A generated by each eg, that is

Dg = Aeg.

Since eg is idempotent, we see that Dg is a unital ideal, with eg playing the
role of the unit. For each g in G, let us also consider the map

θg : Dg−1 → Dg,

defined by θg(a) = ugaug−1 , for all a in Dg−1 .

10.1. Proposition. Under the above conditions one has that(
A, G, {Dg}g∈G, {θg}g∈G

)
is an algebraic partial dynamical system.

Proof. For a, b ∈ Dg−1 , notice that

θg(a)θg(b) = ugaug−1ugbug−1 = ugaeg−1bug−1 = ugabug−1 = θg(ab),

so θ is a homomorphism. We next need to check condition (2.1.i), which is
evident, as well as condition (2.1.ii). So let us be given g and h in G, and let a
be in the domain of θg ◦θh, which we have seen in (2.2) to be θ−1

h (Dh∩Dg−1).
This means that a = aeh−1 , and also that

uhauh−1 = θh(a) = θh(a)eheg−1 = uhauh−1eheg−1 =
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= uhauh−1eg−1
(9.8.iii)

= uhaeh−1g−1uh−1 = uhae(gh)−1uh−1 .

It follows that
a = eh−1aeh−1 = uh−1uhauh−1uh =

= uh−1uhae(gh)−1uh−1uh = ae(gh)−1eh−1 ∈ D(gh)−1 ∩Dh−1 ,

so we see that a lies in the domain of θgh. Moreover,

θg
(
θh(a)

)
= uguhauh−1ug−1 = uguheh−1aeh−1uh−1ug−1 = (⋆),

but
uguheh−1 = uguhuh−1uh

(9.1.ii)
= ughuh−1uh = ugheh−1 ,

and similarly eh−1uh−1ug−1 = eh−1u(gh)−1 . Therefore

(⋆) = ugheh−1aeh−1u(gh)−1 = ughau(gh)−1 = θgh(a),

proving that θg ◦ θh ⊆ θgh, as desired. □
Denoting by ι the inclusion of A in B, it is then evident that (ι, u) is a

covariant representation of the above partial dynamical system in B, so we
may use (9.11.iii) to conclude that

ι× u : A⋊G→ B (10.2)

is a homomorphism. The range of ι × u is clearly the subalgebra B0 of
B generated by the range of u, so B0 is a quotient of the partial crossed
product. In general we cannot assert that B0 is isomorphic to the partial
crossed product, but under certain conditions this may be guaranteed.

10.3. Theorem. Let G be a group and let B =
⊕

g∈GBg be a unital G-
graded algebra which is generated by the range of a partial representation u
of G, such that ug ∈ Bg, for all g in G. Then B1 is commutative and there
exists a partial action of G on B1 such that

B ≃ B1⋊G,

as graded algebras.

Proof. Let A be the subalgebra of B generated by the eg. For every g in G
one has that

eg = ugug−1 ∈ BgBg−1 ⊆ B1,

so A ⊆ B1. Considering the algebraic partial dynamical system arising from
u as in (10.1), we have that the homomorphism ι × u described in (10.2)
is one-to-one by (9.12). As already seen, the range of ι × u is the algebra
generated by the range of u, which is assumed to be B, whence ι× u is also
onto, thus proving that

A⋊G ≃ B.
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Being a surjective graded homomorphism it is then clear that ι× u sat-
isfies

(ι× u)(Dgδg) = Bg, ∀ g ∈ G,

and, in particular B1 = (ι × u)(Aδ1). So B1 is a commutative algebra iso-
morphic to A. We may then transfer the partial action on A over to B1 via
this isomorphism, so that

B1⋊G ≃ A⋊G ≃ B. □

As an example let us return to the grading {Bn}n∈Z of Mn(K) discussed
at the end of chapter (8). Consider the element

v =



0 0 0 · · · 0 0
1 0 0 · · · 0 0
0 1 0 · · · 0 0

...
...

. . .
...

...

0 0 0 · · · 1 0

 ∈ B1 ⊆Mn(K),

and let u : Z→Mn(K) be given by

un =

{
vn, if n ≥ 0,

(v∗)|n|, if n < 0,

where v∗ refers to the transpose of v. It is relatively easy to check that u is a
partial representation of Z in Mn(K) satisfying the conditions of (10.3) and,
since B0 is isomorphic to Kn, we conclude that

Mn(K) ≃ Kn⋊Z.

The above partial action of Z on Kn may be shown to be precisely the
semi-saturated partial action of Z given by (4.10) in terms of the partial
automorphism f of Kn defined by

f(λ1, λ2, . . . , λn−1, 0) = f(0, λ1, λ2, . . . , λn−1),

whose domain is, of course, the set of vectors in Kn with zero in the last
coordinate.

10.4. Definition. LetG be a group. The partial group algebra ofG, denoted
Kpar(G), is the universal unital K-algebra generated by a set of symbols
{[g] : g ∈ G}, subject to the relations

[1] = 1, [g][h][h−1] = [gh][h−1], and [g−1][g][h] = [g−1][gh].

for all g and h in G.

The universal property of Kpar(G) may be phrased as follows:
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10.5. Proposition. The correspondence

g ∈ G 7→ [g] ∈ Kpar(G)

is a partial representation, which we will call the universal partial representa-
tion. In addition, for any partial representation u of G in a unital K-algebra
B, there exists a unique homomorphism

ϕ : Kpar(G) → B,

such that ug = ϕ([g]), for all g ∈ G.

In case K is equipped with a conjugation, as in (6.1), we have the fol-
lowing:

10.6. Proposition. For every group G, one has that Kpar(G) is a *-algebra
under a unique involution satisfying

[g]∗ = [g−1], ∀ g ∈ G,

whence the universal partial representation is a *-representation.

Proof. Let B = Kpar(G)∗, meaning the conjugate-opposite algebra, in which
the multiplication operation is replaced by

x ⋆ y = yx, ∀x, y ∈ Kpar(G),

and the scalar multiplication is replaced by

λ · x = λ̄x, ∀λ ∈ K, ∀x ∈ Kpar(G).

One may then easily prove that the mapping

u : g ∈ G 7→ [g−1] ∈ B

is a partial representation, so the universal property (10.5) implies the exis-
tence of a homomorphism σ : Kpar(G) → B such that σ([g]) = [g−1], for all
g in G. The required involution is then defined by

a∗ := σ(a), ∀ a ∈ Kpar(G). □

It is our next immediate goal to analyze the partial dynamical system
arising from the universal partial representation of G, as in (10.1). Our
method will be to first construct an abstract partial dynamical system and
later prove it to be the one we are looking for. In particular we will be able
to describe Kpar(G) as a partial crossed product algebra.

The tip we will follow is that the idempotents eg = [g][g−1] in Kpar(G)
are not likely to satisfy any algebraic relation other than the fact that they
commute and e1 = 1.
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10.7. Definition. Let Apar(G) be the universal unital K-algebra generated
by a set of symbols

E := {εg : g ∈ G},

subject to the relations stating that the εg are commuting idempotents, and
that ε1 = 1.

Notice that the only ingredient of the group structure of G which is
relevant for the above definition is the singling out of the unit element. This
definition would therefore make sense for any set with a distinguished element.

Observing that Apar(G) is a commutative algebra, consider, for each
g ∈ G, the ideal of Apar(G) generated by εg, namely

Dg = Apar(G)εg.

Noticing that
Eg := {εghεg : h ∈ G}

is a set of commuting idempotents in Dg, and that for h = 1, the correspond-
ing idempotent there is the unit of Dg, we may invoke the universal property
of Apar(G) to conclude that there exists a homomorphism Θg : Apar(G) → Dg,
such that

Θg(εh) = εghεg, ∀h ∈ G.

10.8. Proposition. For each g in G, denote by θg the restriction of Θg to
Dg−1 . Then

(
{Dg}g∈G, {θg}g∈G

)
is a partial action of G on Apar(G).

Proof. Initially observe that, for all h ∈ G, one has

θg(εhεg−1) = Θg(εh)Θg(εg−1) = εghεg ε1εg = εghεg,

which the reader might want to compare with (6.8).
To see that each θg is an isomorphism, let h ∈ G, and notice that, using

the calculation above, we have

θg−1

(
θg(εhεg−1)

)
= θg−1

(
εghεg) = εhεg−1 .

Since Dg−1 is generated, as an algebra, by the set {εhεg−1 : h ∈ G}, we
conclude that θg−1θg is the identity on Dg−1 , whence θg−1 is the inverse of
θg, showing that θg is invertible.

It is evident that θ1 is the identity of Apar(G), so the statement will be
proved once we check (2.1.ii). For this, let g, h ∈ G, and recall from (2.2)
that the domain of θgθh is given by

θ−1
h (Dh ∩Dg−1) = θh−1(Apar(G)εhεg−1) =

= Apar(G)εh−1εh−1g−1 = Dh−1 ∩Dh−1g−1 ,
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which we then see is a subset of the domain of θgh, as needed. For any k ∈ G,
we have

θg
(
θh(εkεh−1εh−1g−1)

)
= θg(εhkεhεg−1)

)
=

= εghkεghεg = θgh(εkεh−1εh−1g−1).

Since the elements considered above generate Dh−1 ∩Dh−1g−1 , as an al-
gebra, we see that θgθh coincides with θgh on the domain of the latter, so
θgθh ⊆ θgh, concluding the proof. □

We may then form the crossed product Apar(G)⋊G.

10.9. Theorem. For every group G, there exists an isomorphism

Φ : Kpar(G) → Apar(G)⋊G,
such that Φ([g]) = εgδg, for all g ∈ G.

Proof. Being under the hypothesis of (9.4), we have that the map

g ∈ G 7→ εgδg ∈ Apar(G)⋊G
is a partial representation of G. By the universal property of Kpar(G) we
then obtain a homomorphism

Φ : Kpar(G) → Apar(G)⋊G,
such that ϕ([g]) = εgδg, for all g ∈ G, and it now suffices to prove that Φ is
bijective.

In order to produce an inverse of Φ, we will build a covariant represen-
tation (π, u) of our partial dynamical system in Kpar(G). For π we take the
homomorphism from Apar(G) to Kpar(G) obtained via the universal property
of the former, such that

π(εg) = [g][g−1], ∀ g ∈ G,

while, for u, we take the universal partial representation, namely

ug = [g], ∀ g ∈ G.

To check that (π, u) is in fact a covariant representation, let g, h ∈ G,
and notice that

ugπ(εhεg−1)ug−1 = [g][h][h−1][g−1]
(9.8.iii)

= [gh][(gh)−1][g][g−1] =

= π(εghεg) = π(θg
(
εhεg−1)

)
,

as desired. By (9.11.iii) we obtain a homomorphism π × u from Apar(G)⋊G
to Kpar(G), such that

(π × u)(aδg) = π(a)[g], ∀ g ∈ G, ∀ a ∈ Dg.

On the one hand we have, for all g, h ∈ G, that

Φ
(
(π × u)(εhεgδg)

)
= Φ

(
[h][h−1][g]

)
= (εhδh)(εh−1δh−1)(εgδg) = εhεgδg,

from where we conclude that Φ ◦ (π × u) is the identity. On the other hand

(π × u)
(
Φ([g])

)
= (π × u)(εgδg) = [g][g−1][g] = [g],

so (π × u) ◦ Φ is also the identity, whence Φ is an isomorphism. □
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One may now easily verify that the partial dynamical system provided
by (10.1) in terms of the universal partial representation is equivalent to the
one given in (10.8).

Before concluding this chapter, let us mention, without proofs, another
interesting feature of the partial group algebra. Recall that if G is a finite
abelian group and K is the field of complex numbers then the classical group
algebra K(G) is isomorphic to K|G|. In particular, the only feature of G
retained by its complex group algebra is the number of elements in G. When
it comes to partial group algebras the situation is completely different.

10.10. Theorem. [33, Corollary 4.5] Let G and H be two finite abelian
groups and let K be an integral domain whose characteristic does not divide
|G|. If the partial group algebras Kpar(G) and Kpar(H) are isomorphic, then
G and H are isomorphic groups.

Notes and remarks. The concept of partial group algebra was introduced in
[33, Definition 2.4]. It is the purely algebraic version of the corresponding
notion of partial group C*-algebra, previously introduced in [49, Definition
6.4].
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11. C*-ALGEBRAIC PARTIAL DYNAMICAL

SYSTEMS

In this chapter we will adapt the construction of the partial crossed product to
the category of C*-algebras. We begin with a quick review of basic concepts.

11.1. Definition. A C*-algebra is a *-algebra A over the field of complex
numbers, equipped with a norm ∥·∥, with respect to which it is a Banach
space, and such that for all a and b in A, one has that

(i) ∥ab∥ ≤ ∥a∥∥b∥,

(ii) ∥a∗∥ = ∥a∥,

(iii) ∥a∗a∥ = ∥a∥2.

There are many references for the basic theory of C*-algebras where the
interested reader will find the basic results, such as [87], [9], [82] and [31].

Of special relevance to us is Gelfand’s Theorem [82, Theorem 2.1.10]
which asserts that there is an equivalence between the category of locally
compact Hausdorff (LCH for short) topological spaces, with proper9 contin-
uous maps, on the one hand, and the category of abelian C*-algebras, with
non-degenerate10 *-homomorphisms, on the other hand. This equivalence is
implemented by the contravariant functor

X ⇝ C0(X),

where C0(X) refers to the C*-algebra formed by all continuous complex val-
ued functions f defined on X, vanishing11 at ∞.

9 A map between topological spaces is said to be proper if the inverse image of every
compact set is compact.

10 A *-homomorphism φ from a C*-algebra A to another C*-algebra B, or perhaps
even into the multiplier algebra M(B), is said to be non-degenerate if B = [φ(A)B]
(brackets denoting closed linear span). By taking adjoints, this is the same as saying that
B = [Bφ(A)].

11 We say that a map f vanishes at ∞, if for every real number ε > 0, the set {x ∈ X :
|f(x)| ≥ ε} is compact.
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If X and Y are LCH spaces then any proper continuous map h : X → Y
induces a non-degenerate *-homomorphism

ϕh : f ∈ C0(Y ) 7→ f ◦ h ∈ C0(X),

and conversely, any non-degenerate *-homomorphism from C0(Y ) to C0(X)
is induced, as above, by a unique proper continuous map from X to Y .
Moreover, ϕh is an isomorphism if and only if h is a homeomorphism.

Ideals (always assumed to be norm-closed and two-sided) in C*-algebras
are automatically self-adjoint. Every ideal in a C*-algebra is both non-
degenerate and idempotent, and hence the conclusion of (7.9) holds for them.

If X is a LCH space then there is a one-to-one correspondence between
open subsets of X and ideals of C0(X) given as follows: to an open set U ⊆ X
we attach the ideal given by

C0(U) := {f ∈ C0(X) : f = 0 on X \ U}.

The reader should be aware that any open set U ⊆ X may also be seen as
a LCH space in itself, so this notation has a potential risk of confusion since,
besides the above meaning of C0(U), one could also think of C0(U) as the set
of all continuous complex valued functions defined on U, and vanishing at ∞.

However the two meanings of C0(U) give rise to naturally isomorphic C*-
algebras, the isomorphism taking any function defined on U to its extension
to the whole of X, declared zero outside of U . The very slight distinction
between the two interpretations of this notation will fortunately not cause us
any problems.

Recall from (4.4) that I(X) denotes the inverse semigroup formed by all
partial symmetries of a set X.

11.2. Definition. Given a C*-algebra A, we will say that a partial symme-
try ϕ ∈ I(A) is a partial automorphism of A, if the domain and range of ϕ are
closed two-sided ideals of A, and ϕ is a *-isomorphism from its domain to its
range. We will denote by pAut(A) the collection of all partial automorphisms
of A. It is evident that pAut(A) is an inverse sub-semigroup of I(A).

Given any partial homeomorphism of a LCH space X, say h : U → V ,
where U and V are open subsets of X, the map

ϕh : C0(V ) → C0(U)

is a *-isomorphism between ideals of C0(X), and hence may be seen as a
partial automorphism of C0(X). It follows from what was said above that
the correspondence

h ∈ pHomeo(X) 7→ ϕh−1 ∈ pAut
(
C0(X)

)
(11.3)

is a semigroup isomorphism.
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11.4. Definition. A C*-algebraic partial action of the group G on the C*-
algebra A is a partial action θ =

(
{Dg}g∈G, {θg}g∈G

)
on the underlying set

A, such that each Dg is a closed two-sided ideal of A, and each θg is a *-
isomorphism from Dg−1 to Dg. By a C*-algebraic partial dynamical system
we shall mean a partial dynamical system(

A, G, {Dg}g∈G, {θg}g∈G
)

where A is a C*-algebra and
(
{Dg}g∈G, {θg}g∈G

)
is a C*-algebraic partial

action of G on A.

When it is understood that we are working in the category of C*-algebras
and there is no chance for confusion we will drop the adjective C*-algebraic
and simply say partial action or partial dynamical system.

As an immediate consequence of (4.5) we have:

11.5. Proposition. Let G be a group, A be a C*-algebra, and

θ : G→ pAut(A)

be a map. Then θ is a C*-algebraic partial action of G on A if and only if
conditions (i–iv) of (4.5) are fulfilled.

Putting together (5.3), (11.5) and (11.3), one concludes:

11.6. Corollary. If G is a group and X is a LCH space, then (11.3) induces
a natural equivalence between topological partial actions of G on X and
C*-algebraic partial actions of G on C0(X).

▶ We now fix, for the time being, a C*-algebraic partial action

θ =
(
{Dg}g∈G, {θg}g∈G

)
of a group G on a C*-algebra A.

Since θ is in particular a *-algebraic partial action, we may apply the
construction of the crossed product described in (8.3) to θ. However the
resulting algebra, which we will temporarily denote by

A⋊algG,

will most certainly not be a C*-algebra, so we will modify the construction
a bit in order to stay in the category of C*-algebras. Meanwhile we observe
that A⋊algG is an associative algebra by (8.7), as well as a *-algebra by (8.9).
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11.7. Definition. A C*-seminorm on a complex *-algebra B is a seminorm
p : B → R+, such that, for all a, b ∈ B, one has that

(i) p(ab) ≤ p(a)p(b),

(ii) p(a∗) = p(a),

(iii) p(a∗a) = p(a)2.

If B is a C*-algebra and p is a C*-seminorm on B, it is well known that

p(b) ≤ ∥b∥, (11.8)

for all b ∈ B.

11.9. Proposition. Let p be a C*-seminorm on A⋊algG. Then, for every
a =

∑
g∈G agδg in A⋊algG, one has that

p(a) ≤
∑
g∈G

∥ag∥.

Proof. Notice that Aδ1 is isomorphic to the C*-algebra A, so by what was
said above we have that p(aδ1) ≤ ∥a∥, for all a ∈ A. We then have that

p(agδg)
2 = p

(
(agδg)(agδg)

∗) (8.14)
= p(aga

∗
gδ1) ≤ ∥aga∗g∥ = ∥ag∥2,

so the statement follows from the triangle inequality. □

Let us therefore define a seminorm on A⋊algG, by

∥a∥max = sup
{
p(a) : p is a C*-seminorm on A⋊algG

}
. (11.10)

By (11.9) we see that ∥a∥max is always finite and it is not hard to see that
∥·∥max is a C*-seminorm on A⋊algG (we will later prove that it is in fact a
norm).

11.11. Definition. The C*-algebraic crossed product of a C*-algebra A by
a group G under a C*-algebraic partial action θ =

(
{Dg}g∈G, {θg}g∈G

)
is the

C*-algebra A⋊G obtained by completing A⋊algG relative to the seminorm
∥·∥max defined above.

The process of completing a semi-normed space involves first modding
out the subspace formed by all vectors of zero length. However, as already
mentioned, ∥·∥max will be shown to be a norm on A⋊algG, so the modding
out part will be seen to be unnecessary.
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11.12. Definition. From now on, for any a ∈ Dg, we will let aδalgg denote
the element of A⋊algG we have so far been denoting by aδg, while we will
reserve the notation aδg for the canonical image of aδalgg in A⋊G.

As we will be mostly working with the C*-algebraic crossed product, the
notation aδalgg will only rarely be used in the sequel.

11.13. Definition. We will denote by

ι : A→ A⋊G,

the mapping defined by ι(a) = aδ1, for every a ∈ A.

As already mentioned, we will later prove that the natural map from
A⋊algG to A⋊G is injective and consequently ι will be seen to be injective
as well.

The following is a useful device in producing *-homomorphisms defined
on crossed product algebras:

11.14. Proposition. Let B be a C*-algebra and let

φ0 : A⋊algG→ B

be a *-homomorphism. Then there exists a unique *-homomorphism φ from
A⋊G to B, such that the diagram

A⋊algG B........................................................................................ ......
....

φ0

A⋊G

...................................................................
..
........
..

...........
...........
...........
...........
...........
...........
...........
...........
...........
...........
...........
..........

φ

commutes, where the vertical arrow is the canonical mapping arising from
the completion process.

Proof. It is enough to notice that p(x) := ∥φ0(x)∥ defines a C*-seminorm on
A⋊algG, which is therefore bounded by ∥·∥max. Thus φ0 is continuous for the
latter, and hence extends to the completion. □

Notes and remarks. As already mentioned, partial actions on C*-algebras
were introduced in [44] for the case of the group of integers, and in [80] for
general groups. Although not covered by this book, the notion of continuous
partial actions of topological groups on C*-algebras, twisted by a cocycle or
otherwise, has also been considered [47].
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12. PARTIAL ISOMETRIES

When working in the category of C*-algebras, we will will often consider
*-partial representations

u : G→ A (12.1)

of a given group G in a given C*-algebra A, according to Definition (9.1). In
other words, the definition of *-partial representations given in (9.1) needs
no further adaptation to the C*-algebraic case, considering that C*-algebras
are special cases of *-algebras. Incidentally, many *-partial representations
studied in this book will take place in L(H), the C*-algebra of all bounded
linear operators on a Hilbert space H.

Given a *-partial representation u, as in (12.1), observe that, by (9.1.iv)
and (9.8.i), one has

ugu
∗
gug = ug, ∀ g ∈ G. (12.2)

Elements satisfying this equation are crucial for the present work, so we
shall dedicate this entire chapter to their study. We begin by giving them a
well deserved name:

12.3. Definition. Let A be a *-algebra.

(i) An element s in A is said to be a partial isometry, if ss∗s = s.

(ii) An element p in A is said to be a projection, if p = p∗ = p2.

A useful characterization of partial isometries in terms of projections is
as follows:

12.4. Proposition. Let A be a C*-algebra and let s ∈ A. Then the follow-
ing are equivalent:

(i) s is a partial isometry,

(ii) s∗s is a projection,

(iii) ss∗ is a projection.

Proof. The implications (i)⇒(ii & iii) are evident. On the other hand, we
have

(ss∗s− s)∗(ss∗s− s) = s∗ss∗ss∗s− s∗ss∗s− s∗ss∗s+ s∗s =
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= (s∗s)3 − 2(s∗s)2 + s∗s.

Thus, if s∗s is a projection, the above vanishes and hence

∥ss∗s− s∥2 = ∥(ss∗s− s)∗(ss∗s− s)∥ = 0,

showing that ss∗s = s, and hence that s is a partial isometry. This proves
that (ii)⇒(i). The proof of (iii)⇒(i) is obtained by replacing s by s∗. □

Given a projection p, we have by (11.1.iii) that

∥p∥2 = ∥p∗p∥ = ∥p2∥ = ∥p∥,

so, unless p = 0, we have that ∥p∥ = 1. If s is a partial isometry, then s∗s is
a projection by (12.4.ii), so unless s = 0, we have

∥s∥2 = ∥s∗s∥ = 1.

This shows that nonzero projections, as well as nonzero partial isometries
have norm exactly 1.

12.5. Definition. Let A be a C*-algebra and let s be a partial isometry in
A. Then the projections s∗s and ss∗ are called the initial and final projections
of s, respectively.

Given a Hilbert space H, it is well known that a bounded linear operator
s in L(H) is a partial isometry if and only if s is isometric when restricted to
the orthogonal complement of its kernel, a space which is known as the initial
space of s. On the other hand, the range of s is known as its final space. It
is easy to see that the range of the initial projection of s coincides with its
initial space, and similarly for the final projection and the final space.

If we denote the initial space of s byH0 and its final space byH1, then the
effect of applying s to a vector ξ ∈ H consists in projecting ξ orthogonally
onto H0, followed by the application of an isometric linear transformation
from H0 onto H1 (namely the restriction of s to H0).

The adjoint s∗ of a partial isometry is easily seen to be a partial isometry,
while the roles of the initial and final spaces of s are interchanged with those
of s∗.

We thus see that, given a *-partial representation u of a group G in a
C*-algebra, each ug is a partial isometry and the element

eg = ugug−1 = ugu
∗
g,

which has already played an important role, is nothing but the final projection
of ug. On the other hand, the initial projection of ug is clearly eg−1 .

Let us now discuss some simple facts about partial isometries and pro-
jections in C*-algebras.
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12.6. Lemma. Let A be a C*-algebra and let p ∈ A be such that p2 = p,
and ∥p∥ ≤ 1. Then p = p∗.

Proof. By [9, Theorem 1.7.3] we may assume that A is a closed *-subalgebra
of operators on some Hilbert space H. In that case, notice that for every
ξ ∈ p(H)⊥ and every λ ∈ R, we have

|1 + λ| ∥p(ξ)∥ = ∥p(ξ) + λp(ξ)∥ = ∥p
(
ξ + λp(ξ)

)
∥ ≤ ∥ξ + λp(ξ)∥,

so, by Pythagoras Theorem,

(1 + λ)2∥p(ξ)∥2 ≤ ∥ξ∥2 + λ2∥p(ξ)∥2,

which is easily seen to imply that

(1 + 2λ)∥p(ξ)∥2 ≤ ∥ξ∥2,

and since λ is arbitrary, we must have that p(ξ) = 0. This says that p van-
ishes on p(H)⊥ and, since p is the identity on p(H), it must coincide with
the orthogonal projection onto p(H). Hence p = p∗. □

12.7. Lemma. Let p and q be projections in a C*-algebra A. Then pq is
idempotent if and only if p and q commute.

Proof. If pq is idempotent, then, since ∥pq∥ ≤ 1, we have, by (12.6), that
pq = (pq)∗ = qp. The converse is trivial. □

The product of two partial isometries is not always a partial isometry.
However we have:

12.8. Proposition. Let s and t be partial isometries in a C*-algebra A.
Then st is a partial isometry if and only if s∗s and tt∗ commute.

Proof. By definition st is a partial isometry if and only if

st(st)∗st = st ⇔ stt∗s∗st = st ⇔

⇔ s∗stt∗s∗stt∗ = s∗stt∗ ⇔ (s∗stt∗)2 = s∗stt∗,

which, by (12.7), is equivalent to the commutativity of s∗s and tt∗. □

If we are given a set S of partial isometries in a C*-algebra A, we may
always consider the multiplicative semigroup ⟨S⟩ generated by S. However,
as seen above, unless there is enough commutativity among range and source
projections, it is likely that ⟨S⟩ will include elements which are not partial
isometries.
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12.9. Definition. A set S of partial isometries in a C*-algebra A is said
to be tame if the multiplicative sub-semigroup of A generated by S ∪ S∗,
henceforth denoted by ⟨S ∪ S∗⟩, consists exclusively of partial isometries.

Given a tame set S, we then have that ⟨S ∪ S∗⟩ is a multiplicative
semigroup formed by partial isometries, which is easily seen to be a self-
adjoint set.

12.10. Proposition. Let S be a self-adjoint multiplicative sub-semigroup
of a C*-algebra consisting of partial isometries. Then S is an inverse semi-
group.

Proof. Given s in S, we must prove that any element t in S such that sts = s,
and tst = t, necessarily coincides s∗.

Observe that both ts and st are idempotent elements with norm no bigger
than 1. So ts and st are self-adjoint by (12.6). Therefore

ts = (ts)∗ = (tss∗s)∗ = (s∗s)∗(ts)∗ = s∗sts = s∗s,

and
st = (st)∗ = (ss∗st)∗ = (st)∗(ss∗)∗ = stss∗ = ss∗.

Hence
t = tst = tss∗st = s∗ss∗ss∗ = s∗. □

As a consequence of the above result and our discussion just before it,
we have:

12.11. Corollary. For any tame set S of partial isometries in a C*-algebra,
one has that ⟨S ∪ S∗⟩ is an inverse semigroup.

Recall from (9.8.iv) that the projections eg arising from a partial repre-
sentation always commute. This is the basis for the close relationship between
tame sets of partial isometries and *-partial representations, as we shall now
see.

12.12. Proposition. Let u be a *-partial representation of a group G in a
unital C*-algebra A. Then the range of u is a tame set of partial isometries.

Proof. Let s be an element in the multiplicative semigroup generated by the
range of u (which is a self-adjoint set). Thus s = ug1 · · ·ugn , for suitable
elements g1, . . . , gn of G. By induction on n we then have

ss∗s = ug1 · · ·ugn−1egnu
∗
gn−1

· · ·u∗g1ug1 · · ·ugn
(9.8.iii)

=

= eg1···gn ug1 · · ·ugn−1 u
∗
gn−1

· · ·u∗g1 ug1 · · ·ugn−1 ugn =

= eg1···gn ug1 · · ·ugn−1ugn =

= ug1 · · ·ugn−1egnugn =

= ug1 · · ·ugn−1ugn =

= s.
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So s is a partial isometry. □
Roughly speaking, the following result includes a converse of the previous

one.

12.13. Proposition. Let S = {sλ}λ∈Λ be a family of partial isometries in
a unital C*-algebra A, and denote by F the free group on the index set Λ.
Then the following are equivalent:

(i) There exists a semi-saturated partial representation u of F in A, such
that uλ = sλ, for every λ ∈ Λ.

(ii) There exists a partial representation u of F in A, such that uλ = sλ, for
every λ ∈ Λ.

(iii) S is tame.

Proof. (i) ⇒ (ii): Obvious.

(ii) ⇒ (iii): Follows from (12.12).

(iii) ⇒ (i): For all λ ∈ Λ, we define uλ = sλ, and uλ−1 = s∗λ. If g = g1 · · · gn,
with gi ∈ Λ ∪ Λ−1, is in reduced form, we put

ug = ug1 · · ·ugn .

This defines a map u : F→ A, which we claim is a semi-saturated partial
representation. Adopting the usual convention that the reduced form of the
unit group element of F is the empty string, and also that a product involving
zero factors equals one, we see that u satisfies (9.1.i). The easy verification
of (9.1.iv) is left to the reader.

Before concluding the verification of the remaining axioms in (9.1), we
observe that the condition for semi-saturatedness, namely that uguh = ugh,
whenever g and h satisfy |gh| = |g|+ |h|, is evidently satisfied simply because,
in this case, the reduced form gh is the juxtaposition of the corresponding
reduced forms of g and h.

In order to prove (9.1.ii), namely

uguhuh−1 = ughuh−1 , ∀ g, h ∈ F, (12.13.1)

we use induction on |g| + |h|. If either |g| or |h| is zero, there is nothing to
prove. So, assuming that |g|, |h| ≥ 1, we may write

g = aλ, and h = µb,

where a, b ∈ F, λ, µ ∈ Λ ∪ Λ−1 and, moreover, |g| = |a| + 1 and |h| = |b| + 1.
In case λ−1 ̸= µ, we have |gh| = |g| + |h|, so ugh = uguh, as seen above.

If, on the other hand, λ−1 = µ, we have

uguhuh−1 = uaλuλ−1bub−1λ = uauλuλ−1ubub−1uλ = · · ·
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By (iii) and the induction hypothesis, we conclude that the above equals

· · · = uaubub−1uλuλ−1uλ = uabub−1uλ =

= ughub−1λ = ughuh−1 ,

proving (12.13.1). As already remarked, (9.1.iv) and (9.1.ii) together imply
(9.1.iii), so u is indeed a semi-saturated partial representation and the proof
is concluded. □

The study of partial isometries in a C*-algebra resembles the theory of
inverse semigroups in the sense that every tame set of partial isometries is
contained in an inverse semigroup by (12.11). Thus, as long as we are focusing
on partial isometries lying in a single tame set, we may apply many of the
tools of the theory of inverse semigroups.

This should be compared to quantum theory in the sense that, when we
are working with a set of commuting self-adjoint operators, we are allowed
to apply results from function theory, since our set of operators generates a
commutative C*-algebra which, by Gelfand’s Theorem, is necessarily of the
form C0(X), for some locally compact Hausdorff space X. On the down side,
if our operators do not commute, function theory becomes unavailable and
we must face true quantum phenomena.

In what follows we will develop some elementary results about partial
isometries in a C*-algebra which are not always explicitly required to lie in a
tame set. Since wild (as opposed to tame) sets of partial isometries are very
hard to handle, our guiding principle will be to stay as close as possible to
the theory of inverse semigroups.

We begin with a result supporting a subsequent definition of an order
relation among partial isometries. This should be compared with (4.2).

12.14. Proposition. Let s and t be partial isometries in a C*-algebra A.
Then the following are equivalent

(i) ts∗s = s,

(ii) ss∗t = s.

In this case s∗s ≤ t∗t, and ss∗ ≤ tt∗.

Proof. Given that (i) holds, we have

ts∗s = s = ss∗s = ts∗s(ts∗s)∗ts∗s = ts∗st∗ts∗s.

Multiplying on the left by t∗ gives

t∗ts∗s = t∗ts∗st∗ts∗s,

so, if we let p = t∗t, and q = s∗s, we see that pq = pqpq, so pq is idempotent.
It then follows from (12.7) that p and q commute. Consequently

t∗s = t∗ts∗s = pq,
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so t∗s is self-adjoint, and then

t∗s = (t∗s)∗ = s∗t. (⋄)

From (i) we also deduce that

st∗ = ts∗st∗,

so st∗ is self-adjoint as well, and hence

st∗ = (st∗)∗ = ts∗. (⋆)

Focusing on (ii) we then have

ss∗t
(⋄)
= st∗s

(⋆)
= ts∗s

(i)
= s.

The converse is verified by applying the part that we have already proved
for s′ := s∗ and t′ := t∗.

With respect to the final sentence in the statement, we have

s∗s
(i)
= (ts∗s)∗ts∗s = s∗st∗ts∗s = s∗st∗t,

where the last equality is a consequence of the commutativity of p and q. So
s∗s ≤ t∗t, and one similarly proves that ss∗ ≤ tt∗. □

The above result should be compared with (4.2), hence motivating the
following:

12.15. Definition. Given two partial isometries s and t in a C*-algebra, we
will say that s is dominated by t, or that s ⪯ t, if the equivalent conditions
of (12.14) are satisfied.

It is elementary to verify that “⪯” is a reflexive and antisymmetric rela-
tion. We also have:

12.16. Proposition. The order “⪯” defined above is transitive.

Proof. Suppose that r, s and t are partial isometries with r ⪯ s ⪯ t. Then
r = sr∗r and s = ts∗s. Therefore

tr∗r = t(sr∗r)∗sr∗r = tr∗rs∗sr∗r
(12.14)

= ts∗sr∗r = sr∗r = r.

So r ⪯ t. □
The following provides a useful alternative characterization of the order

relation “⪯”.
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12.17. Proposition. Given two partial isometries s and t in a C*-algebra,
the following are equivalent:

(i) s ⪯ t,

(ii) ts∗ = ss∗,

(iii) s∗t = s∗s.

Proof. (i)⇒(ii):
ts∗ = ts∗ss∗ = ss∗.

(ii)⇒(i):
ts∗s = ss∗s = s.

The proof that (i)⇔(iii) follows along similar lines. □
Let us now prove invariance of “⪯” under multiplication:

12.18. Lemma. Let s1, s2, t1 and t2 be partial isometries in a C*-algebra,
such that s1 ⪯ s2, and t1 ⪯ t2. If s∗i si commutes with tit

∗
i , for all i = 1, 2,

then s1t1 ⪯ s2t2.

Proof. Recall that each siti is a partial isometry by (12.8). We have

s2t2(s1t1)∗ = s2t2t
∗
1s

∗
1

(12.17.ii)
= s2t1t

∗
1s

∗
1s1s

∗
1 =

= s2s
∗
1s1t1t

∗
1s

∗
1 = s1t1t

∗
1s

∗
1 = s1t1(s1t1)∗.

This verifies (12.17.ii), so s1t1 ⪯ s2t2, as desired. □
If a net {si}i of partial isometries on a Hilbert space strongly converges to

a partial isometry s, then the final projections of the si might not converge to
the final projection of s. An example of this is obtained by taking sn = (s∗)n,
where s is the unilateral shift on ℓ2(N). In this case the sn converge strongly
to zero, but the final projections of the sn all coincide with the identity
operator. On the bright side we have:

12.19. Lemma. Let {si}i∈I be an increasing net of partial isometries on a
Hilbert space H. Then

(i) {si}i∈I strongly converges to a partial isometry s,

(ii) {s∗i }i∈I strongly converges to s∗,

(iii) {s∗i si}i∈I strongly converges to s∗s,

(iv) {sis∗i }i∈I strongly converges to ss∗.

Proof. We will first show that

∃ lim
i
si(ξ), (12.19.1)

for all ξ in H.
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By the last sentence of (12.14) we have that the corresponding initial
projections, say

ei = s∗i si,

form an increasing net in the usual order of projections. Letting Hi be the
range of ei, also known as the initial space of si, we then see that the Hi form
an increasing family of subspaces of H, so

H0 :=
∪
i∈I

Hi

is a linear subspace of H. We will next prove (12.19.1) for every ξ in H0.
Given such ξ, let i be such that ξ ∈ Hi. Consequently, for all j ≥ i, we have

sj(ξ) = sjei(ξ) = sjs
∗
i si(ξ) = si(ξ),

so we see that the net {sj(ξ)}j is eventually constant, hence convergent.
Observing that our net is uniformly bounded, we then have that (12.19.1)
also holds for all ξ in the closure of H0. On the other hand, if ξ ∈ H⊥

0 , then
ei(ξ) = 0, for all i, hence

si(ξ) = siei(ξ) = 0,

so (12.19.1) is verified for ξ in H⊥
0 as well, hence also for all ξ in H. So we

may define
s(ξ) = lim

i
si(ξ), ∀ ξ ∈ H,

and it is easy to see that s is isometric on H0, while s vanishes on H⊥
0 , so s

is a partial isometry. This proves (i).
The initial space of s is easily seen to coincide with H0, whence s∗s is

the orthogonal projection onto H0. On the other hand, it is clear that the
orthogonal projection onto H0 is the strong limit of the ei, so

s∗s = lim
i
ei = lim

i
s∗i si,

hence (iii) follows.
The order “⪯” being evidently invariant under conjugation, we have

that {s∗i }i∈I is an increasing net of partial isometries, hence by the above
reasoning it strongly converges to some partial isometry t, and moreover the
corresponding net of initial projections {sis∗i }i∈I (sic) converges to t∗t.

Unfortunately the operation of conjugation is not strongly continuous,

but it is well known to be weakly continuous, hence s∗i
i→∞−→ s∗ weakly. Since

the weak limit is unique, we deduce that t = s∗, from where (ii) and (iv)
follow. □

In the following we present another important relation involving partial
isometries.
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12.20. Definition. Let A be a C*-algebra. Given two partial isometries s
and t in A, we will say that s and t are compatible, if

st∗t = ts∗s, and tt∗s = ss∗t.

If S is a subset of A consisting of partial isometries, we will say that S is a
compatible set when the elements in S are pairwise compatible.

We will soon give a geometric interpretation of this concept, but let us
first prove a useful result.

12.21. Proposition. Given partial isometries s and t in a C*-algebra A,
the following are equivalent:

(a) s and t are compatible,

(b) st∗ and s∗t are positive elements of A.

In this case one also has that

(i) the final projections ss∗ and tt∗ commute,

(ii) the initial projections s∗s and t∗t commute,

(iii) st∗ = ts∗ = ss∗tt∗,

(iv) s∗t = t∗s = s∗st∗t.

(v) ts∗s = tt∗s, and consequently all of the four terms involved in the defi-
nition of compatibility coincide.

Proof. Assuming that s and t are compatible, we have

st∗ = st∗tt∗ = ts∗st∗ ≥ 0,

and
s∗t = s∗ss∗t = s∗tt∗s ≥ 0,

proving (b). Conversely, assuming (b), observe that, since positive elements
are necessarily self-adjoint, we have

st∗ = (st∗)∗ = ts∗, (⋆)

and
s∗t = (s∗t)∗ = t∗s, (⋄)

thus verifying the first identities in (iii) and (iv). Therefore

tt∗ss∗
(⋄)
= ts∗ts∗

(⋆)
= st∗st∗

(⋄)
= ss∗tt∗,

and
t∗ts∗s

(⋆)
= t∗st∗s

(⋄)
= s∗ts∗t

(⋆)
= s∗st∗t,

proving (i) and (ii).
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Repeating an earlier calculation we have

(st∗)2 = st∗st∗
(⋄)
= ss∗tt∗. (†)

This implies that (st∗)2 is a projection, whose spectrum is therefore contained
in {0, 1}. By the Spectral Mapping Theorem we have(

σ(st∗)
)2

= σ
(
(st∗)2

)
⊆ {0, 1},

so the spectrum of st∗ is contained in {−1, 0, 1}, but since st∗ is assumed to
be positive, its spectrum must in fact be a subset of {0, 1}. Consequently st∗

is a projection, and then the last identity in (iii) follows from (†). On the
other hand,

(s∗t)2 = s∗ts∗t
(⋆)
= s∗st∗t,

so (s∗t)2 is also a projection and the same reasoning adopted above leads to
the proof of the last identity in (iv).

We may now prove the first of the two conditions in (12.20), namely

ts∗s
(⋆)
= st∗s

(⋄)
= ss∗t = ss∗tt∗t

(⋄)
= st∗st∗t = st∗t.

The second condition in (12.20) is proved in a similar way, so we deduce
that s and t are compatible, as desired. Finally, with respect to (v), we have

ts∗s
(iii)
= ss∗tt∗s

(i)
= tt∗ss∗s = tt∗s. □

12.22. As promised, let us give a geometric interpretation for the notion
of compatibility of partial isometries. For this let S and T be compatible
partially isometric linear operators on a Hilbert space H. By (12.21) we have
that the initial projections of S and T commute, so we may decompose H as
an orthogonal direct sum

H = K ⊕HS ⊕HT ⊕ L,

such that K ⊕HS is the initial space of S, and K ⊕HT is the initial space
of T . K is therefore the intersection of the initial spaces of S and T , and the
orthogonal projection onto K is thus the product of the initial projections of
S and T , namely S∗ST ∗T . If k is a vector in K we then have that

S(k) = ST ∗T (k)
(12.20)

= TS∗S(k) = T (k),

so S = T on K. We may then define an operator S ∨ T on H by

(S ∨ T )(k, xS , xT , l) = S(k) + S(xS) + T (xT )

= T (k) + S(xS) + T (xT ),

for all k in K, xS in HS , xT in HT , and l in L, and it may be proved that
S ∨ T is a partial isometry which coincides with S on the initial space of S,
and with T on the initial space of T .

In our next result we will generalize this idea for partial isometries in
any C*-algebra.
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12.23. Proposition. Let A be a C*-algebra and let s and t be partial isome-
tries in A. Then the following are equivalent

(a) s and t are compatible

(b) s∗s and t∗t commute, ss∗ and tt∗ commute, and there exists a partial
isometry dominating both s and t.

In this case, defining

u = s+ t− st∗t

= s+ t− ts∗s,

we have that u is a partial isometry such that:

(i) s ⪯ u, and t ⪯ u,

(ii) if v is a partial isometry such that s ⪯ v, and t ⪯ v, then u ⪯ v,

(iii) the initial projection of u coincides with12 s∗s ∨ t∗t,
(iv) the final projection of u coincides with ss∗∨ tt∗.

Proof. Supposing that s and t are compatible, we compute

u∗u = (s∗ + t∗ − t∗ts∗)(s+ t− st∗t) =

= s∗s+ s∗t− s∗st∗t+ t∗s+ t∗t− t∗st∗t− t∗ts∗s− t∗ts∗t+ t∗ts∗st∗t =

= s∗s+ s∗t− s∗st∗t+ t∗s+ t∗t− s∗tt∗t − t∗tt∗s =

= s∗s − s∗st∗t + t∗t =

= s∗s ∨ t∗t, (12.23.1)

where we have used (12.21) to conclude that s∗s and t∗t commute. This
proves that u∗u is a projection, and by (12.4) we deduce that u is a partial
isometry. This also proves (iii), and the proof of (iv) is done along similar
lines. In order to prove (i) we compute

us∗s = (s+ t− ts∗s)s∗s = ss∗s+ ts∗s− ts∗s = s,

while
ut∗t = (s+ t− st∗t)t∗t = st∗t+ tt∗t− st∗t = t,

so s, t ⪯ u. Notice that this also proves that (a)⇒(b).
Next suppose that v is a partial isometry dominating s and t. Then

vu∗u
(12.23.1)

= v(s∗s ∨ t∗t) = vs∗s+ vt∗t− vs∗st∗t = s+ t− st∗t = u,

12 If p and q are commuting projections in an algebra A, one denotes by p∨q = p+q−pq.
It is well known that p∨ q is again a projection, which is the least upper bound of p and q
among the projections in A.
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so u ⪯ v, taking care of (ii).
In order to prove that (b)⇒(a), assume that the commutativity condi-

tions in (b) hold, and let v be a partial isometry dominating both s and t.
Then

st∗t = us∗st∗t = ut∗ts∗s = ts∗s,

while
tt∗s = tt∗ss∗v = ss∗tt∗v = ss∗t. □

The result above shows that, when two partial isometries are compatible,
their least upper bound exists. This motivates and justifies the introduction
of the following notation:

12.24. Definition. Given a set S of partial isometries in a C*-algebra A,
suppose that there exists a partial isometry u that dominates every element
of S, and such that u ⪯ v, for every other partial isometry v dominating all
elements of S. Observing that such a u is necessarily unique, we denote it by
∨S. If S is a two-element set, say S = {s, t}, and ∨S exists, we also denote
∨S by s ∨ t.

Of course this is nothing but the usual notion of least upper bounds,
meaningful in any ordered set. We have spelled it out just for emphasis.

Given two compatible partial isometries s and t in a C*-algebra A, ob-
serve that (12.23) implies that s ∨ t exists, and moreover

s ∨ t = s+ t− st∗t

= s+ t− ts∗s.

Projections being special cases of partial isometries, the above notions
may also be applied to the former. Given two projections p and q in a C*-
algebra, notice that p ≤ q if and only if p ⪯ q. Also, p and q are compatible
if and only if they commute. In this case the two meanings of the expression
p ∨ q so far defined are easily seen to coincide.

Here is a sort of a distributivity property mixing compatibility of partial
isometries and the notion of least upper bounds just mentioned:

12.25. Proposition. Let r, s and t be compatible partial isometries in a
C*-algebra. Then r is compatible with s ∨ t.
Proof. We have

r(s ∨ t)∗(s ∨ t) (12.23.iii)
= r(s∗s ∨ t∗t) = rs∗s+ rt∗t− rs∗st∗t =

= sr∗r + tr∗r − sr∗rt∗t = (s+ t− st∗t)r∗r = (s ∨ t)r∗r.
On the other hand

(s ∨ t)(s ∨ t)∗r (12.23.iv)
= (ss∗ ∨ tt∗)r = ss∗r + tt∗r − ss∗tt∗r =

= rr∗s+ rr∗t− ss∗rr∗t = rr∗(s+ t− ss∗t) = rr∗(s+ t− st∗s) =

= rr∗(s+ t− ts∗s) = rr∗(s ∨ t). □
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12.26. Proposition. Let S be a compatible set of partial isometries in a
C*-algebra A. In addition we assume that either A is a von Neumann algebra,
or that S is finite. Then

(i) ∨S exists,

(ii) the initial (resp. final) projection of ∨S coincides with the least upper
bound of the initial (resp. final) projections of the members of S,

(iii) every partial isometry in A which is compatible with the members of S,
is also compatible with ∨S.

Proof. Let us first deal with the case of a finite S, and so we assume that
S = {s1, s2, . . . , sn}. Our proof will be by induction on n.

In case n = 0, then S is the empty set and ∨S = 0. If n = 1, then
∨S = s1, and in both cases (ii–iii) hold trivially.

In case n = 2, both the existence of ∨S and (ii) follow from (12.23),
while (iii) follows from (12.25).

Assuming now that n > 2, let

S′ = {s1, s2, . . . , sn−1}.

By the induction hypothesis we have that ∨S′ exists, and it is compatible
with every partial isometry r, which in turn is compatible with the members
of S′. This evidently includes sn. We then apply the already verified case
n = 2 to the set

S′′ = {∨S′, sn}.

It is then elementary to prove that

∨S′′ = (∨S′) ∨ sn = ∨S.

By induction we have that

(∨S′)∗(∨S′) = ∨{s∗s : s ∈ S′},

and

(∨S′)(∨S′)∗ = ∨{ss∗ : s ∈ S′},

so (ii) follows from (12.23.iii&iv)
If the partial isometry r is compatible with all of the members of S,

then it is also compatible with ∨S′, by induction, and obviously also with sn.
Hence r is compatible with ∨S by (12.25).

We next tackle the case that S is infinite, assuming that A is a von
Neumann algebra of operators on a Hilbert space H. For each finite set
F ⊆ S, let us denote by

sF = ∨F.
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We may then view {sF}F as an increasing net, indexed by the set of all finite
subsets of S, ordered by inclusion. By (12.19) the strong limit of this net
exists, and we shall denote it by u.

Given s ∈ S, and a finite set F ⊆ S, with s ∈ F , we have that s ⪯ sF ,
whence, for all ξ in H, we have

s(ξ) = sFs
∗s(ξ).

Taking the limit as F → ∞, we deduce that s(ξ) = us∗s(ξ), so s ⪯ u, hence
u is an upper bound for S.

In order to prove that u is in fact the least upper bound, let v be an
upper bound for S. In particular v is also an upper bound for all finite
F ⊆ S, whence sF ⪯ v, which is to say that for all ξ in H one has

sF (ξ) = vs∗FsF (ξ).

Taking the limit as F → ∞, we have

u(ξ) = lim
F
sF (ξ) = lim

F
vs∗Fsf (ξ)

(12.19.iii)
= vu∗u(ξ),

so u ⪯ v.

Point (ii) follows easily from the first part of the proof and (12.19.iii&iv).
With respect to (iii), if the partial isometry r is compatible with all of the
members of S, then r is compatible with sF , for all finite F ⊆ S, by the first
part of the proof. Thus

sF r
∗r = rs∗FsF , and rr∗sF = sFs

∗
F r.

Again taking the limit as F → ∞, we deduce from (12.19) that

ur∗r = ru∗u, and rr∗u = uu∗r,

so u is compatible with r. □

While the ideas of the above proof are still hot, let us observe that we
have also proven:

12.27. Proposition. Let S be a compatible set of partial isometries in a
von Neumann algebra A. Then ∨S is the strong limit of the net {∨F}F ,
where F ranges in the directed set consisting of all finite subsets of S.
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12.28. Proposition. Let A be a C*-algebra (resp. von-Neumann algebra)
and let S and T be compatible sets of partial isometries in A such that s∗s
commutes with tt∗ for every s in S, and every t in T . In the C*-case we
moreover assume that S and T are finite. Then

ST := {st : s ∈ S, t ∈ T}

is a compatible set of partial isometries and

∨(ST ) = (∨S)(∨T ).

Proof. That ST consists of partial isometries is a consequence of (12.8).
We will next prove that ST is a compatible set. For this choose any pair

of elements in ST , say s1t1 and s2t2, where s1, s2 ∈ S, and t1, t2 ∈ T . Notice
that the set

{s∗1s1, s∗2s2, t1t∗1, t2t∗2}

is commutative because the s∗i si commute with the tjt
∗
j by hypothesis, while

the tjt
∗
j commute amongst themselves by (12.21.i), and the s∗i si commute

with each other by (12.21.ii). We then have

s1t1(s2t2)∗ = s1t1t
∗
2s

∗
2

(12.21.iii)
= s1 t1t

∗
1 t2t

∗
2 s

∗
2s2 s

∗
2 =

= s1 s
∗
2s2 t1t

∗
1 t2t

∗
2 s

∗
2 = s2 s

∗
1s1 t1t

∗
1 t2t

∗
2 s

∗
2 ≥ 0.

We also have

(s1t1)∗s2t2 = t∗1s
∗
1s2t2

(12.21.iv)
= t∗1 t1t

∗
1 s

∗
1s1 s

∗
2s2 t2 =

= t∗1 s
∗
1s1 s

∗
2s2 t1t

∗
1 t2 = t∗1 s

∗
1s1 s

∗
2s2 t2t

∗
2 t1 ≥ 0.

By (12.21) we then have that s1t1 is compatible with s2t2, proving that ST
is indeed a compatible set. Employing (12.26.ii) we have

(∨S)∗(∨S) = ∨{ s∗s : s ∈ S}, and (∨T )(∨T )∗ = ∨{ tt∗ : t ∈ T},

and hence the initial projection of ∨S commutes with the final projection of
∨T , so we deduce from (12.8) that (∨S)(∨T ) is a partial isometry.

We will next prove that

∨(ST ) = (∨S)(∨T ), (12.28.1)

under the assumption that S and T are finite sets. We begin by analyzing
several possibilities for the number of elements in S and T . For example,
when S = {s1, s2}, and T = {t}, we have

∨(ST ) = ∨{s1t, s2t} = (s1t) ∨ (s2t) = s1t+ s2t− s1t(s2t)
∗s2t =
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= s1t+ s2t− s1tt
∗s∗2s2t = s1t+ s2t− s1s

∗
2s2t =

= (s1 + s2 − s1s
∗
2s2)t = (s1 ∨ s2)t = (∨S)(∨T ).

By induction it then easily follow follows that (12.28.1) holds when S
has an arbitrary finite number of elements and T a singleton. Suppose now
that S = {s}, and T = {t1, t2}. Then

∨(ST ) = (st1) ∨ (st2)
(12.21.v)

= st1 + st2 − st1(st1)∗st2 =

= st1 + st2 − st1t
∗
1s

∗st2 = st1 + st2 − st1t
∗
1t2 =

= s(t1 + t2 − t1t
∗
1t2) = s(t1 ∨ t2) = (∨S)(∨T ).

Again by induction it follows that (12.28.1) holds for S a singleton and T
finite.

We will now prove (12.28.1) in the general finite case using induction on
the number of elements of T . Writing T = {t1, t2, . . . , tn}, consider the set
T ′ = {t2, . . . , tn}, and observe that

(∨S)(∨T ) = (∨S)
(
t1 ∨ (∨T ′)

)
= (∨S)t1 ∨ (∨S)(∨T ′) =

= (∨St1) ∨ (∨ST ′) = ∨(St1 ∪ ST ′) = ∨ST.

Finally, let us tackle the general infinite case, assuming that A is a von-
Neumann algebra. For this recall from (12.27) that

∨S = lim
F→∞

∨F , and ∨T = lim
G→∞

∨G,

where F and G range in the directed sets consisting of all finite subsets of
S and T , respectively. Since multiplication is doubly continuous on bounded
sets for the the strong operator topology, we have

(∨S)(∨T ) = ( lim
F→∞

∨F )( lim
G→∞

∨G) =

= lim
F,G→∞

(∨F )(∨G) = lim
F,G→∞

(∨FG). (12.28.2)

Again by (12.27) we have that ∨(ST ) is the strong limit of the net

{∨H} H⊆ST

H finite

, (12.28.3)

and we observe that the collection formed by all H = FG, where F and G
are finite subsets of S and T , respectively, is co-final in the collection of finite
subsets of ST . This gives rise to a subnet of (12.28.3), which therefore also
converges to ∨(ST ). In other words, the last limit in (12.28.2) coincides with
∨(ST ), thus proving (12.28.1) in the general case. □
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12.29. Definition. Let S be a set of partial isometries in a C*-algebra A.

(i) We will say that S is finitely-∨-closed if, whenever T is a finite compatible
subset of S, one has that ∨T lies in S.

(ii) In case A is a von-Neumann algebra, we will say that S is ∨-closed if the
condition above holds for every compatible subset T ⊆ S, regardless of
whether it is finite of infinite.

The set of all partial isometries in a C*-algebra A is evidently finitely-∨-
closed. Moreover, the intersection of an arbitrary family of finitely-∨-closed
sets is again finitely-∨-closed. Thus we may speak of the finite-∨-closure
of a given set S of partial isometries in A, namely the intersection of all
finitely-∨-closed sets of partial isometries containing S.

All that was said in the above paragraph clearly remains true if we
remove all references to finiteness, as long as we take A to be a von-Neumann
algebra. In particular we may also speak of the ∨-closure of a set of partial
isometries in a von-Neumann algebra.

12.30. Lemma. Let A be a C*-algebra (resp. von-Neumann algebra) and
let S be a self-adjoint multiplicative sub-semigroup of A consisting of partial
isometries. Then the finite-∨-closure (resp. ∨-closure) of S is also a self-
adjoint multiplicative sub-semigroup of A, hence an inverse semigroup by
(12.10).

Proof. Letting

S =
{
∨T : T is a (finite) compatible subset of S

}
,

we will first prove that S is (finitely-)∨-closed. For this let us be given a
(finite) compatible subset of S, say

T = {∨Tj : j ∈ J},

where each Tj is a (finite) compatible subset of S, and J is a (finite) set of
indices. We then claim that

T := ∪jTj

is a compatible subset of S. To see this, we must prove that any two elements
t and s in T are compatible, and we will do this by verifying (12.23.b).
Initially notice that, thanks to S being a self-adjoint multiplicative semigroup,
both s∗t and st∗ are partial isometries. So we deduce from (12.8) that ss∗

commutes with tt∗, and that s∗s commutes with t∗t.
On the other hand, since T is a compatible set, we may use (12.26) to

obtain a partial isometry u in A with

∨Tj ⪯ u, ∀ j ∈ J.
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It is then evident that u dominates every element of every Tj , and conse-
quently u dominates every element of T . In particular, u dominates s and t,
thus verifying all of the conditions in (12.23.b), and hence we conclude that
s and t are compatible. This proves that T is a compatible set.

It is now easy to see that

∨T =
∨
j∈J

(
∨Tj

)
= ∨T ∈ S.

thus showing that S is (finitely-)∨-closed13.
In order to prove that S is closed under multiplication, we pick two

elements in S, say ∨T and ∨U , where T and U are (finite) compatible subset
of S. Recalling that S is assumed to be closed under multiplication, we have
that TU ⊆ S, so clearly TU consists of partial isometries, which is equivalent
to saying that the initial projections of the members of T commute with the
final projections of the members of U . From (12.28) we then conclude that

(∨T )(∨U) = ∨(TU) ∈ S,

proving that S is closed under multiplication.
In order to prove that S is also closed under adjoints, pick a generic

element ∨T ∈ S, where T is a (finite) compatible subset of S. Then it is easy
to see that T ∗ is also a compatible set, and

(∨T )∗ = ∨(T ∗) ∈ S. □

An easy consequence of the above result is in order:

12.31. Corollary. The finite-∨-closure (resp. ∨-closure) of any tame set of
partial isometries in a C*-algebra (resp. von-Neumann algebra) is tame.

Proof. Given a tame set T of partial isometries in a C*-algebra (resp. von-
Neumann algebra) A, let S be the multiplicative sub-semigroup of A gen-
erated by T ∪ T ∗. Then S satisfies the hypothesis of (12.30), hence the
finite-∨-closure (resp. ∨-closure) of S, which we denote by S, is a self-adjoint
multiplicative semigroup of partial isometries, therefore necessarily tame.

The finite-∨-closure (resp. ∨-closure) of T is then clearly a subset of S,
hence it is also tame. □

Notes and remarks. Partial isometries have been a topic of interest for a long
time. Among other things it appears in the polar decomposition of bounded
operators. A thorough study of single partial isometries is to be found in [66].

13 It is worth observing that the assumption that S is a self-adjoint multiplicative semi-
group, hence tame, was used above in an essential way in order to prove that S is ∨-closed.
In order to get to the ∨-closure of an arbitrary (wild) set of partial isometries it might be
necessary to iterate the above construction more than once.
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Proposition (12.8) has been reproved in the literature many times. The
first reference for this result we know of is [43].

The notion of a tame set of partial isometries and its relationship to
partial representations, as discussed in Proposition (12.13), first appeared in
[50]. The order relation among partial isometries defined in (12.15) has been
considered in [66] in the case of operators on Hilbert’s space. As mentioned
above, it is inspired by the usual order relation on inverse semigroups.
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13. COVARIANT REPRESENTATIONS OF C*-

ALGEBRAIC DYNAMICAL SYSTEMS

In (9.11.iii) we have seen that a covariant representation of an algebraic partial
dynamical system gives rise to a representation of the crossed product. In
the paragraph following (9.11) we have also noticed that a converse of this
result is easily obtained in the case of unital ideals. In the present chapter
we will prove a similar converse for C*-algebras, despite the fact that ideals
are not always unital.
▶ Let us therefore fix a C*-algebraic partial dynamical system(

A, G, {Dg}g∈G, {θg}g∈G
)
,

for the duration of this chapter.
The appropriate definition of covariant representations of a C*-algebraic

partial dynamical system is identical to Definition (9.10), with the under-
standing that the target algebra B mentioned there will always be a C*-
algebra. In respect to this, it is noteworthy that every *-homomorphism
between C*-algebras is automatically continuous.

Quite often the target algebra for our covariant representations will be
taken to be the C*-algebra L(H) consisting of all bounded linear operator
on a Hilbert space H.

13.1. Proposition. Given a covariant representation (π, u) of a C*-alge-
braic partial dynamical system

(
A,G, {Dg}g∈G, {θg}g∈G

)
in a unital C*-

algebra B, there exists a unique *-homomorphism

π × u : A⋊G→ B,

such that (π × u)(aδg) = π(a)ug, for all g in G, and all a in Dg.

Proof. Let us use π×alg u to denote the *-homomorphism from A⋊algG to B,
provided by (9.11.iii). The conclusion then follows immediately by applying
(11.14) to π ×alg u. □

The following is the main result of this chapter:
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13.2. Theorem. Given a C*-algebraic partial action

θ =
(
{Dg}g∈G, {θg}g∈G

)
of a group G on a C*-algebra A, and a non-degenerate14 *-representation

ρ : A⋊G→ L(H),

where H is a Hilbert space, there exists a unique covariant representation
(π, u) of θ in L(H), such that:

(i) π is a non-degenerate representation of A,

(ii) ugug−1 is the orthogonal projection onto [π(Dg)H] (brackets meaning
closed linear span),

(iii) ρ = π × u.

Proof. Denote by π the representation of A on H given by

π(a) = ρ(aδ1), ∀ a ∈ A.

To see that π is non-degenerate, observe that, since ρ is non-degenerate and
since A⋊algG is dense in A⋊G, the restriction of ρ to the former is non-
degenerate. Thus, the set

X :=
{
ρ(aδg)η : g ∈ G, a ∈ Dg, η ∈ H

}
spans a dense subset of H. Given any element ξ in X, say ξ = ρ(aδg)η,
as above, use the Cohen-Hewitt Theorem [67, 32.22] to write a = bc, with
b, c ∈ Dg. Then

ξ = ρ(aδg)η
(8.14)

= ρ(bδ1cδg)η = ρ(bδ1)ρ(cδg)η = π(b)ρ(cδg)η ∈ π(A)H.

This shows that X ⊆ π(A)H, so π(A)H also spans a dense subset of H,
meaning that π is non-degenerate, as desired. For each g in G, let

Hg = [π(Dg)H].

We should remark that, again by the Cohen-Hewit Theorem, every element
ξ in Hg may be written as

ξ = π(a)η,

14 A *-representation ρ : B → L (H), of a C*-algebra B on a Hilbert spaceH is said to be
non-degenerate if [ρ(B)H] = H (closed linear span). The reader should however be warned
that the notion of non-degeneracy for *-representations, as defined here, is different from
the notion of non-degeneracy for *-homomorphisms used earlier. For example, denoting by
K (H) the algebra of all compact operators on a Hilbert space H, notice that the inclusion
of K (H) into L (H) is non-degenerate as a *-representation, but it is not non-degenerate as
a *-homomorphism. Fortunately this somewhat imprecise terminology, which incidentally
is used throughout the modern literature, will not cause any confusion.
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for some a in Dg, and η in H, which means that

Hg = π(Dg)H, (13.2.1)

even without taking closed linear span.
Letting {vi}i∈I be an approximate identity15 for Dg, we claim that the

orthogonal projection onto Hg, which we henceforth denote by eg, is given
by

eg(ξ) = lim
i→∞

π(vi)ξ, ∀ ξ ∈ H. (13.2.2)

In fact, given ξ in H, write ξ = ξ1 + ξ2, with ξ1 in Hg, and ξ2 in H⊥
g . For

every a in Dg, and every η in H, observe that

⟨π(a)ξ2, η⟩ = ⟨ξ2, π(a∗)η︸ ︷︷ ︸
∈Hg

⟩ = 0,

from where we see that π(a)ξ2 = 0. In particular π(vi)ξ2 = 0, for all i ∈ I.
On the other hand, let us use (13.2.1) in order to write ξ1 = π(a)η, where
a ∈ Dg, and η ∈ H. Then

lim
i→∞

π(vi)ξ = lim
i→∞

π(vi)
(
π(a)η + ξ2

)
= lim
i→∞

π(via)η =

= π
(

lim
i→∞

via
)
η = π(a)η = ξ1 = eg(ξ),

proving (13.2.2).
It is clear that each Hg is invariant under π, so one may easily prove

that eg commutes with π(a), for every a in A. We further claim that, given
another group element h ∈ G, one has

egeh = eheg. (13.2.3)

Indeed, given ξ in H, observe that

eh
(
eg(ξ)

)
= eh

(
lim
i→∞

π(vi)ξ
)

= lim
i→∞

eh
(
π(vi)ξ

)
=

= lim
i→∞

π(vi)
(
eh(ξ)

)
= eg

(
eh(ξ)

)
.

Another fact we will need later is

Hg ∩Hh = [π(Dg ∩Dh)H], ∀ g, h ∈ G. (13.2.4)

15 An approximate identity for a C*-algebra B is a net {vi}i∈I ⊆ B of positive elements,
with ∥vi∥ ≤ 1, such that b = limi→∞ bvi = limi→∞ vib, for every b in B. Every C*-algebra
(and hence also every ideal in a C*-algebra) is known to admit an approximate identity.
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In order to prove it, we note that the inclusion “⊇” is evident, while the
reverse inclusion may be proved as follows: pick any ξ in Hg ∩ Hh, and
emphasizing the role of h, write ξ = π(a)η, with a in Dh, and η in H, by
(13.2.1). Once more employing our approximate identity {vi}i∈I for Dg, we
then have

ξ = eg(ξ) = eg
(
π(a)η

)
= lim
i→∞

π(vi)π(a)η =

= lim
i→∞

π(via)η ∈ [π(Dg ∩Dh)H],

proving that
Hg ∩Hh ⊆ [π(Dg ∩Dh)H].

As already observed, Cohen-Hewit implies that π(Dg∩Dh)H (without taking
closed linear span) is a closed linear subspace of H, so (13.2.4) is verified.

In order to kick-start the construction of the partial representation u
referred to in the statement, let us now construct, for any given g in G, an
isometric linear operator vg : Hg−1 → H, satisfying

vg
(
π(a)ξ

)
= ρ

(
θg(a)δg

)
ξ, ∀ a ∈ Dg−1 , ∀ ξ ∈ H.

With this goal in mind we claim that, for all a1, . . . , an ∈ Dg−1 , and all
ξ1, . . . , ξn ∈ H, one has that∥∥∥ n∑

i=1

π(ai)ξi

∥∥∥ =
∥∥∥ n∑
i=1

ρ
(
θg(ai)δg

)
ξi

∥∥∥. (13.2.5)

Indeed, starting from the right-hand-side above, we have∥∥∥ n∑
i=1

ρ
(
θg(ai)δg

)
ξi

∥∥∥2 =
⟨ n∑
i,j=1

ρ
((
θg(aj)δg

)∗(
θg(ai)δg

))
ξi, ξj

⟩
(8.14)

=

=
⟨ n∑
i,j=1

π(a∗jai)ξi, ξj

⟩
=

⟨ n∑
i=1

π(ai)ξi,
n∑
j=1

π(aj)ξj

⟩
=

∥∥∥ n∑
i=1

π(ai)ξi

∥∥∥2,
proving (13.2.5). This said, the correspondence

n∑
i=1

π(ai)ξi 7→
n∑
i=1

ρ
(
θg(ai)δg

)
ξi,

may now be shown to provide a well defined isometric linear map on the lin-
ear span of π(Dg−1)H, which we have seen coincides with Hg−1 by (13.2.1),
providing an isometric linear operator vg on Hg−1 satisfying the desired prop-
erties.

Next we show that the range of vg is precisely Hg. For this, given
a ∈ Dg−1 , write a = bc, with b, c ∈ Dg−1 , by the Cohen-Hewitt Theorem. So,
for all ξ ∈ H, we have that

vg
(
π(a)ξ

)
= ρ

(
θg(bc)δg

)
ξ = ρ

(
θg(b)δ1

)
ρ
(
θg(c)δg

)
ξ ∈ π

(
θg(b)

)
H ⊆ Hg,
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proving that vg(Hg−1) ⊆ Hg. On the other hand, given any a in Dg and ξ in
H, use Cohen-Hewit again to write θg−1(a) = bc, with b, c ∈ Dg−1 . Then

aδ1 = θg(bc)δ1
(8.14)

=
(
θg(b)δg

)
(cδg−1),

so

π(a)ξ = ρ(aδ1)ξ = ρ
(
θg(b)δg

)
ρ(cδg−1)ξ︸ ︷︷ ︸

η

= vg
(
π(b)η

)
∈ vg(Hg−1),

where η is as indicated. It follows that Hg ⊆ vg(Hg−1), thus showing that vg
is indeed an isometric operator from Hg−1 onto Hg.

Taking one step closer to our desired partial representation, for each g
in G, we let

ug : H → H

be the linear operator defined on the whole of H by extending vg to be zero
on the orthogonal complement of Hg−1 . It is then clear that ug is a partial
isometry in L(H), with initial space Hg−1 and final space Hg. Consequently
the orthogonal projection onto Hg satisfies

eg = ugu
∗
g. (13.2.6)

If a is in Dg−1 we have by definition that ugπ(a)ξ = ρ
(
θg(a)δg

)
ξ, for all

ξ in H, which means that

ugπ(a) = ρ
(
θg(a)δg

)
, ∀ a ∈ Dg−1 . (13.2.7)

Having shown that π is non-degenerate, it is evident that H1 = H, and
it is easy to see that u1 is the identity operator on H, as required by (9.1.i).

We next claim that

ug
(
ug−1(ξ)

)
= ξ, ∀ g ∈ G, ∀ ξ ∈ Hg. (13.2.8)

Assuming, as we may, that ξ = π(a)η, with a ∈ Dg, and η ∈ H, write
θg−1(a) = bc, with b, c ∈ Dg−1 , by Cohen-Hewit, and observe that

ug−1(ξ) = ug−1

(
π(a)η

)
= ρ

(
θg−1(a)δg−1

)
η = ρ(bδ1 cδg−1)η =

= π(b) ρ(cδg−1)η︸ ︷︷ ︸
ζ

= π(b)ζ.

Therefore the left-hand-side of (13.2.8) equals

ug
(
ug−1(ξ)

)
= ug

(
π(b)ζ

)
= ρ

(
θg(b)δg

)
ζ = ρ

(
θg(b)δg

)
ρ(cδg−1)η =
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= ρ
(
θg(bc)δ1

)
η = π(a)η = ξ,

proving (13.2.8), from where we deduce that

ug−1 = u∗g, ∀ g ∈ G, (13.2.9)

hence verifying (9.1.iv) and, in view of (13.2.6), this also proves condition (ii)
in the statement.

We next focus on proving (9.1.ii), namely

ughuh−1 = uguhuh−1 ,

for all g, h ∈ G. As a first step we claim that

ughuh−1(η) = ug(η), ∀ η ∈ Hh ∩Hg−1 . (13.2.10)

In order to do this we use (13.2.4) to write η = π(a)ξ, with a in Dh ∩Dg−1 .
Observing that

θh−1(a) ∈ Dh−1 ∩Dh−1g−1 ,

we may write θh−1(a) = bc, with b and c in Dh−1 ∩Dh−1g−1 . Therefore

uh−1(η) = uh−1

(
π(a)ξ

)
= ρ

(
θh−1(a)δh−1

)
ξ = ρ(bcδh−1)ξ =

= ρ(bδ1) ρ(cδh−1)ξ = π(b) ρ(cδh−1)ξ.

So the left-hand-side of (13.2.10) equals

ugh
(
uh−1(η)

)
= ugh

(
π(b) ρ(cδh−1)ξ

)
= ρ

(
θgh(b)δgh

)
ρ(cδh−1)ξ =

= ρ
(
θgh(bc)δg

)
ξ = ρ

(
θg(a)δg

)
ξ = ug

(
π(a)ξ

)
= ug

(
η
)
,

taking care of (13.2.10).
Observing that the right-hand-side of (9.1.ii) equals ugeh, our next claim

is that
ugeh = ughuh−1eg−1 , ∀ g, h ∈ G. (13.2.11)

In order to prove this we have

ugeh = ugeg−1eh
(13.2.10)

= ughuh−1eg−1eh
(13.2.3)

=

= ughuh−1eheg−1 = ughuh−1eg−1 ,

proving (13.2.11). Taking adjoints in (13.2.11), using (13.2.9), and changing
variables appropriately leads to

ehug = eguhuh−1g. (13.2.12)
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Focusing now on the left-hand-side of (9.1.ii), observe that

ughuh−1 = ughe(gh)−1uh−1
(13.2.12)

= ugheh−1u(gh)−1ug.

Since ug = ugeg−1 , the right-hand-side above is unaffected by right multipli-
cation by eg−1 , and so is the left-hand-side. Thus

ughuh−1 = ughuh−1eg−1
(13.2.11)

= ugeh = uguhuh−1 ,

proving (9.1.ii). It has already been observed that (9.1.iii) is implied by
(9.1.ii) and (9.1.iv), so the verification that u is a partial representation is
complete. We now verify that (π, u) is a covariant representation, which is
to say that

ugπ(a)ug−1 = π
(
θg(a)

)
, (13.2.13)

for any given g in G, and a in Dg−1 . To prove it, let ξ ∈ H, and let us first
suppose that ξ is in H⊥

g . Then, evidently ug−1(ξ) = 0, so the operator on
the left-hand-side of (13.2.13) vanishes on ξ. We claim that the same is true
with respect to the operator on the right-hand-side. Indeed, given any η in
H, we have that ⟨

π
(
θg(a)

)
ξ, η

⟩
=

⟨
ξ, π

(
θg(a

∗)
)
η︸ ︷︷ ︸

∈Hg

⟩
= 0.

Since η is arbitrary, we have that π
(
θg(a)

)
ξ = 0, as claimed.

Suppose now that ξ is in Hg. Then we may write ξ = π(b)η, for b ∈ Dg,
and η ∈ H, by (13.2.1), and

ugπ(a)ug−1(ξ) = ugπ(a)ug−1

(
π(b)η

) (13.2.7)
=

= ρ
(
θg(a)δg

)
ρ
(
θg−1(b)δg−1

)
η = ρ

(
θg(a)δg θg−1(b)δg−1

)
η

(8.14)
=

= ρ
(
θg(a)bδ1

)
η = π

(
θg(a)

)
π(b)η = π

(
θg(a)

)
ξ.

This concludes the proof of (13.2.13), and hence that (π, u) is a covariant
representation as needed. In order to show point (iii) in the statement, it
clearly suffices to prove that

(π × u)(aδg) = ρ(aδg), (13.2.14)

for every g in G, and a ∈ Dg, which we will now do. Writing a = bc, with b
and c in Dg, we have

ρ(aδg)
(8.14)

= ρ
(
bδg θg−1(c)δ1

)
= ρ(bδg)π

(
θg−1(c)

) (13.2.13)
=
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= ρ(bδg)ug−1π
(
c)ug

(13.2.7)
= ρ(bδg)ρ

(
θg−1(c)δg−1

)
ug

(8.14)
=

= ρ(bcδ1)ug = π(a)ug = (π × u)(aδg),

so (13.2.14) is verified.
We are therefore left with the only remaining task of proving uniqueness

of the (π, u). With this goal in mind, assume that (π′, u′) is another covariant
representation of our system in L(H), such that π′ × u′ = ρ. For every a in
A we then have that π′(a) = ρ(aδ1) = π(a), so π and π′ must coincide.

Given g in G, and ξ in Hg−1 , write ξ = π(a)η, with a in Dg−1 , and η in
H, by (13.2.1). Then

u′g(ξ) = u′gπ(a)η = u′gπ
′(a)η =

(
π′(a∗)u′g−1

)∗
η =

(
(π′ × u′)(a∗δg−1)

)∗
η =

=
(
(π × u)(a∗δg−1)

)∗
η = ugπ(a)η = ug(ξ),

which says that u′g coincides with ug on Hg−1 . By (ii) we have that both

u′g and ug vanish on H⊥
g−1 , so u′g coincides with ug on the whole of H. This

proves that u′ = u, and hence completes the proof of the uniqueness part. □

Notes and remarks. Theorem (13.2) is due do McClanahan [80, Proposition
2.8]. The above proof is inspired by [58, Theorem 1.3]16, except that we
have avoided the use of approximate identities whenever possible, basing the
arguments on the Cohen-Hewit Theorem instead. Even though the proof
presented here turned out to be a bit long, we have chosen it because we
believe a possible generalization of this result to algebraic partial actions will
most likely use arguments based on idempotency rather than convergence of
limits.

16 Please note that [58] is the preprint version of [59].
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14. PARTIAL REPRESENTATIONS SUBJECT TO

RELATIONS

In the present chapter we will describe one of the most efficient ways to show
a given C*-algebra to have a partial crossed product description.

In order to motivate our method, suppose that B is a unital C*-algebra
defined in terms of generators and relations. Suppose also that the given
relations imply that the generators are partial isometries or even, as it of-
ten happens, explicitly state this fact. Let us moreover suppose that these
partial isometries form a tame set so, by (12.13), we may find a *-partial
representation u of a group G (quite often a free group) whose range also
generates B. Under all of these favorable circumstances B may then be given
another presentation in which the set of generators turns out to be the range
of a *-partial representation, and we may then consider the partial dynamical
system described in (10.1).

Having the same goal as Theorem (10.3), although with different hypoth-
esis, and in a different category, the main result of this chapter is intended to
specify conditions under which the homomorphism given in (10.2) is in fact
an isomorphism. Another major objective of this chapter is to give a very
concrete picture of the spectrum of the commutative algebra involved in this
system.

Given a group G, we will be dealing with universal17 unital C*-algebras
on the set of generators

G = {ug : g ∈ G},

subject to a given set of relations. In all instances below this set of relations
will split as

R′ ∪R,

where R′ consists precisely of relations (9.1.i–iv), which is to say that the
correspondence g 7→ ug is a *-partial representation of G in B. With respect
to the remaining set of relations, namely R, we will always make the assump-
tion that it consists of algebraic relations involving only the eg (defined to be

17 See [13] for a definition of universal C*-algebras given by generators and relations.
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eg = ugug−1). By this we mean relations of the form

p(eg1 , eg2 , . . . , egn) = 0, (14.1)

where p is a complex polynomial in n variables, and the gi are in G. Recall
that the eg commute by (9.8.iv), so it is OK to apply a polynomial in n
commuting variables to them.

14.2. Definition. Given a set R of relations of the form (14.1), we will
denote by C∗

par(G,R) the universal unital C*-algebra generated by the set
G = {ug : g ∈ G}, subject to the set of relations R′ ∪R, where R′ consists of
the relations (9.1.i–iv).

Notice that, since the set R′ is always involved by default, we have de-
cided not to emphasize it in the notation introduced above. The subscript
“par” should be enough to remind us that the axioms for *-partial represen-
tations, namely R′, is also being taken into account.

14.3. Definition. Let v be a *-partial representation of a group G in a
unital C*-algebra B, and let R be a set of relations of the form (14.1). We
will say that v satisfies R if, for every relation “p(eg1 , eg2 , . . . , egn) = 0” in
R, one has that

p(vg1vg−1
1
, vg2vg−1

2
, . . . , vgnvg−1

n
) = 0.

The universal property of C∗
par(G,R) may then be expressed as follows.

14.4. Proposition. For every *-partial representation v of G in a unital
C*-algebra B, satisfying R, there exists a unique *-homomorphism

φ : C∗
par(G,R) → B,

such that φ(ug) = vg, for every g ∈ G.

Proof. The proof follows immediately from the universality of C∗
par(G,R),

once we realize that, besides satisfying R, the vg also satisfy R′, as a conse-
quence of it being a *-partial representation. □

As an example of relations of the form (14.1) one is allowed to express
that a certain ug is an isometry, since this reads as “(ug)

∗ug = 1”, and may
therefore be expressed as “eg−1−1 = 0.” As another example, one may express
that two partial isometries ug and uh have orthogonal ranges by writing down
the relation “egeh = 0”. On the other hand we are ruling out relations such
as “ug + uh = uk”, since these are not of the above form.

We should however remark that certain relations which do not imme-
diately fit under (14.1) may sometimes be given an equivalent formulation
within that framework, an example of which we would now like to present.
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14.5. Proposition. Let u be a *-partial representation of the group G in
a unital C*-algebra. Given two elements g and h in G, the following are
equivalent

(i) ugh = uguh,

(ii) egh = egheg,

where eg = ugug−1 , as usual.

Proof. By the C*-identity (11.1.iii), we have

∥ugh − uguh∥2 = ∥(ugh − uguh)(ugh − uguh)∗∥ =

= ∥ughuh−1g−1 − ughuh−1ug−1 − uguhuh−1g−1 + uguhuh−1ug−1∥ (9.1.iii)
=

= ∥egh − ughuh−1ug−1∥.

In addition, we have

ughuh−1ug−1 = ughuh−1ug−1ugug−1 = ughuh−1g−1ugug−1 = egheg,

which plugged above gives

∥ugh − uguh∥2 = ∥egh − egheg∥.

from where the statement follows immediately. □

As an important application of this idea, one may phrase the fact that
a *-partial representation is semi-saturated (see Definition (9.7)), relative to
a given length function ℓ on G, by requiring it to satisfy the set of relations

egh − egheg = 0,

for all g and h in G such that ℓ(gh) = ℓ(g) + ℓ(h).

One of the main goals in this chapter is to prove that C∗
par(G,R) is

isomorphic to a partial crossed product of the form

C(ΩR)⋊G.

The partial dynamical system involved in this result will be presented as
a restriction of the partial Bernoulli action, introduced in (5.12), to a closed
invariant subset (see (2.10)). The first step towards this goal will therefore
be to describe the subset ΩR ⊆ Ω1 mentioned above.

Let us consider, for each g in G, the mapping

εg : {0, 1}G → {0, 1}, (14.6)
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defined by
εg(ω) = ωg = [g ∈ ω], ∀ω ∈ {0, 1}G,

(see (5.8)). Seeing {0, 1}G as a product space, the εg are precisely the stan-
dard projections, hence continuous functions.

Consider a relation

p(eg1 , eg2 , . . . , egn) = 0,

of the form (14.1). If we replace each eg by εg in the left-hand-side above we
get

p(εg1 , εg2 , . . . , εgn),

which may be interpreted as a complex valued function on {0, 1}G, namely

ω ∈ {0, 1}G 7→ p
(
εg1(ω), εg2(ω), . . . , εgn(ω)

)
∈ C. (14.7)

14.8. Definition. Given a set R of relations of the form (14.1), we will let
FR be the set of functions on {0, 1}G of the form (14.7), obtained via the
above substitution procedure from each relation in R. The spectrum of R,
denoted by ΩR, is then defined to be the subset of Ω1 defined by

ΩR =
{
ω ∈ Ω1 : f(g−1ω) = 0, ∀f ∈ FR, ∀g ∈ ω

}
.

14.9. Proposition. For any set R of relations of the form (14.1), one has
that ΩR is a compact subset of Ω1, which is moreover invariant under the
partial Bernoulli action β defined in (5.12).

Proof. In order to prove that ΩR is closed in Ω1, let {ωi}i∈I be a net in ΩR
converging to some ω in Ω1. Given g ∈ ω, observe that εg(ω) = 1, so ω lies in
the open set ε−1

g ({1}). We may therefore assume, without loss of generality,
that every ωi lie in ε−1

g ({1}). This is to say that g ∈ ωi, for every i ∈ I, and
since ωi is in ΩR, we deduce that

f(g−1ωi) = 0, ∀ i ∈ I, ∀ f ∈ FR.

Observing that the correspondence

ν ∈ {0, 1}G 7→ f(g−1ν) ∈ C
is a continuous mapping, we conclude that

f(g−1ω) = lim
i→∞

f(g−1ωi) = 0,

proving that ω ∈ ΩR, and hence that ΩR is closed. Since Ω1 is compact,
then so is ΩR.

Recall that the partial Bernoulli action β =
(
{Dg}g∈G, {βg}g∈G

)
is given

by
Dg = {ω ∈ Ω1 : g ∈ ω}, and βg(ω) = gω, ∀ω ∈ Dg−1 .

In order to prove invariance, we must show that βg(ΩR ∩Dg−1) ⊆ ΩR,
so pick ω in ΩR ∩ Dg−1 , and let f ∈ FR, and h ∈ βg(ω) be given. Then
g−1h ∈ ω, and since ω ∈ ΩR, we have that

0 = f
(
(g−1h)−1ω

)
= f(h−1gω) = f

(
h−1βg(ω)

)
,

proving that βg(ω) is in ΩR. □
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▶ From now on we will fix an arbitrary set R of relations of the form
(14.1). We may then use (2.10) to restrict the partial Bernoulli action to ΩR,
obtaining a partial action

θR =
(
{DR

g }g∈G, {θRg }g∈G
)
, (14.10)

where

DR
g = ΩR ∩Dg = {ω ∈ ΩR : g ∈ ω}, (14.11)

and

θRg (ω) = gω, ∀ω ∈ Dg−1 .

It should be noticed that, since each Dg is open in Ω1, one has that DR
g

is open in ΩR. This, plus the obvious fact that each θRg is continuous, means
that θR is a topological partial action of G on ΩR.

Observe that DR
g is also closed in ΩR by (14.11), so (5.7) applies and

hence we see that θR admits a Hausdorff globalization. In fact we may
describe the globalization of θR without resorting to (5.7) as follows: define

XR =
{
ω ∈ {0, 1}G : f(g−1ω) = 0, ∀f ∈ FR, ∀g ∈ ω

}
,

that is, XR is defined as in (14.8), except that we have replaced “ω ∈ Ω1” by
“ω ∈ {0, 1}G”. In other words,

ΩR = XR ∩ Ω1.

By staring at the above definition of XR, it is clear that XR is invariant
under the global Bernoulli action η described in (5.9).

Notice that ω = ∅, namely the empty set, is a member of XR since the
membership condition above is vacuously verified for ∅. If ω is any element
of XR other than ∅, choose g in ω, and notice that 1 ∈ g−1ω = ηg−1(ω), so

ηg−1(ω) ∈ XR ∩ Ω1 = ΩR,

whence

ω = ηg
(
ηg−1(ω)

)
∈ ηg(ΩR).

With this it is easy to see that the orbit of ΩR under η is given by∪
g∈G

ηg(ΩR) = XR\{∅}.

This proves the following:
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14.12. Proposition. The restriction of the global Bernoulli action η to the
invariant subsetXR\{∅} coincides with the globalization of the partial action
θR introduced in (14.10).

Let us now turn our topological partial action into a C*-algebraic one.
For this we invoke (11.6) to obtain a partial action of G on C(ΩR), which,
by abuse of language, we will also denote by θR.

As seen in our discussion after the definition of the partial Bernoulli
action (5.12), Dg is a compact space for every g in G, and hence so is DR

g .
The corresponding ideal of C(ΩR), namely

C0(DR
g ) = C(DR

g ),

is therefore a unital ideal. In particular, we are entitled to use (9.4) in order
to get a *-partial representation

v : G→ C(ΩR)⋊G, (14.13)

defined by
vg = 1gδg, ∀ g ∈ G,

where 1g denotes the unit18 of C(DR
g ). Viewed within C(ΩR), observe that

1g is the characteristic function of DR
g . By the description of DR

g given in
(14.11), we may then write

1g(ω) = [g ∈ ω], ∀ω ∈ ΩR,

which is to say that
1g = εg|ΩR . (14.14)

14.15. Lemma. The *-partial representation v defined in (14.13) satisfies
R.

Proof. Given a relation “p(eg1 , eg2 , . . . , egn) = 0” in R, we must therefore
prove that

p(vg1vg−1
1
, vg2vg−1

2
, . . . , vgnvg−1

n
) = 0. (†)

For any g in G, notice that

vgvg−1 = (1gδg)(1g−1δg−1)
(8.14)

= 1gδ1,

so, under the usual identification of C(ΩR) as a subalgebra of C(ΩR)⋊G
provided by (8.8), we may write

vgvg−1 = 1g = εg|ΩR .

Therefore we see that the left-hand-side of (†) equals the restriction of

p(εg1 , εg2 , . . . , εgn),

to ΩR. This is precisely one of the functions in FR which, by the very def-
inition of ΩR (with g = 1) vanishes identically on ΩR. This verifies (†) and
hence completes the proof. □
18 We could also use the heavier notation 1Rg for the unit of C(DR

g ), but this will be
unnecessary.
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With this we arrive at the main result of this chapter:

14.16. Theorem. Let G be a group and let R be a set of relations of the
form (14.1). Then there exists a *-isomorphism

φ : C∗
par(G,R) → C(ΩR)⋊G,

such that
φ(ug) = 1gδg, ∀ g ∈ G,

where 1g denotes the characteristic function of DR
g .

Proof. By (14.15) and (14.4) there exists a *-homomorphism φ satisfying
the conditions in the statement, and all we must do is prove φ to be an
isomorphism.

We begin by building a covariant representation of θR in C∗
par(G,R).

For this, let A be the closed *-subalgebra of C∗
par(G,R) generated by the set

{eg : g ∈ G}. Noticing that A is commutative by (13.2.3), we denote by Â
its spectrum.

Consider the mapping

h : γ ∈ Â 7→
(
γ(eg)

)
g∈G ∈ {0, 1}G.

Since each eg is idempotent, we have that γ(eg) ∈ {0, 1}, so the above is
well defined and the reader will not have any difficulty in proving that h is
continuous. We next claim that the range of h is contained in ΩR. Picking
γ ∈ Â, we must then prove that ω := h(γ) ∈ ΩR. Evidently

[1 ∈ ω] = ω1 = γ(e1) = γ(1) = 1,

so ω ∈ Ω1. Let f be a function on {0, 1}G of the form (14.7), associated to a
relation in R. Picking any g ∈ ω, we must therefore prove that

f(g−1ω) = 0.

With p, g1, . . . , gn, as in (14.7), observe that

f(g−1ω) = p
(
εg1(g−1ω), . . . , εgn(g−1ω)

)
. (14.16.1)

In order to get a better grasp on the meaning of the above, notice that for
any i = 1, . . . , n, one has

εgi(g
−1ω) = [gi ∈ g−1ω] = [ggi ∈ ω] = ωggi = γ(eggi) = · · ·

Since g ∈ ω, we see that ωg = 1, which is to say that γ(eg) = 1, so the above
equals

· · · = γ(eg)γ(eggi) = γ(ugug−1eggi)
(9.8.iii)

= γ(ugegiug−1

)
= γg(egi

)
,
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where γg : A→ C is defined by

γg(b) = γ(ugbug−1

)
, ∀ b ∈ A.

It is easy to see that γg is a homomorphism, which therefore commutes
with polynomials. So by (14.16.1) we have

f(g−1ω) = p
(
γg(eg1), . . . , γg(egn)

)
= γg

(
p
(
eg1 , . . . , egn)

)
= 0.

This proves that h indeed maps Â into ΩR, so by dualization we obtain a
unital *-homomorphism

ĥ : f ∈ C(ΩR) 7→ f ◦ h ∈ C(Â).

Observe that ĥ(1g) coincides with the Gelfand transform êg of eg, be-

cause, for every γ ∈ Â, one has

ĥ(1g)(γ) = 1g
(
h(γ)

) (14.14)
= εg

(
h(γ)

)
= γ(eg) = êg(γ).

Identifying C(Â) with A via the Gelfand transform, we then have that

ĥ is a *-homomorphism
ĥ : C(ΩR) → A,

such that ĥ(1g) = eg, for all g in G. We will now prove that the pair (ĥ, u) is
a covariant representation of θR in C∗

par(G,R), which is to say that

ugĥ(f)ug−1 = ĥ
(
θRg (f)

)
, (14.16.2)

for all f ∈ C(DR
g−1), and all g ∈ G.

Using the Stone-Weiestrass Theorem one may show that the functions
of the form f = 1g−11h, with h in G, generate C(DR

g−1), as a C*-algebra,

so it is enough to prove (14.16.2) only for such functions. In this case the
right-hand-side of (14.16.2) becomes

ĥ
(
θRg (f)

)
= ĥ

(
θRg (1g−11h)

) (6.8)
= ĥ(1g1gh) = egegh.

The left-hand-side of (14.16.2), on the other hand, is given by

ugĥ(f)ug−1 = ugĥ(1g−11h)ug−1 = ugeg−1ehug−1 =

= ugehug−1
(9.8.iii)

= ugug−1egh = egegh,

so (14.16.2) is seen to hold, as claimed, whence (ĥ, u) is indeed a covariant
representation. From (13.1) we then obtain a *-homomorphism

ĥ× u : C(ΩR)⋊G→ C∗
par(G,R),
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satisfying

(ĥ× u)(1gδg) = ĥ(1g)ug = egug = ugug−1ug = ug,

for all g in G. Observing that φ sends ug to 1gδg, and that C∗
par(G,R) is

generated by the ug, one easily proves that (ĥ × u) ◦ φ is the identity on
C∗

par(G,R).

To prove that the composition φ◦(ĥ×u) also coincides with the identity
it suffices to prove that C(ΩR)⋊G is generated by the 1gδg.

We have already seen that each DR
g is generated by the elements 1g1h,

for h ranging in G, so C(ΩR)⋊G is generated by the elements of the form

1h1gδg = (1hδe)(1gδg) = (1hδh)(1h−1δh−1)(1gδg).

Thus the crossed product is indeed generated by the 1gδg, as claimed, so

φ◦ (ĥ×u) is the identity map, whence φ and (ĥ×u) are each other’s inverse,
proving that φ is an isomorphism and hence concluding the proof. □

In this and in later chapters we will present several applications of
(14.16), describing certain classes of C*-algebras as partial crossed products.
In the first such application we will prove a version of (10.9) to the context
of C*-algebras, so let us begin by adapting the definition of Kpar(G) given in
(10.4) to our context.

14.17. Definition. Given a group G, the partial group C*-algebra of G,
denoted C∗

par(G), is defined to be the algebra C∗
par(G,R), where R is the

empty set of relations.

Thus, by (14.4) we see that C∗
par(G) is the universal unital C*-algebra

for *-partial representations of G (without any further requirements), a fact
that may be considered a version of (10.5) to C*-algebras.

Notice that if R is the empty set of relations, then ΩR = Ω1 so, as an
immediate consequence of (14.16) we have:

14.18. Corollary. For every group G, one has that C∗
par(G) is *-isomorphic

to the crossed product of C(Ω1) by G, relative to the partial Bernoulli ac-
tion β defined in (5.12), under an isomorphism which sends each canonical
generating partial isometry ug in C

∗
par(G) to 1gδg, where 1g denotes the char-

acteristic function of Dg.

It is not hard to see that C(Ω1) is the universal unital C*-algebra gen-
erated by a set E = {eg : g ∈ G}, subject to the relations stating that the
eg are commuting self-adjoint idempotents, and that e1 = 1. In other words,
C(Ω1) is the analogue of the algebra Apar(G) introduced in (10.7) within the
category of C*-algebras. Therefore (14.18) may be seen as the analogue of
(10.9) in the present category.
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As our second example, let us consider the universal C*-algebra for semi-
saturated partial representations. For this let us suppose that G is a group
equipped with a length function ℓ. One may then define a pseudo-metric on
G by setting

d(g, h) = ℓ(g−1h), ∀ g, h ∈ G.

By pseudo-metric we simply mean that d is a nonnegative real valued function
satisfying the triangle inequality:

d(g, h) ≤ d(g, k) + d(k, h), ∀ g, h, k ∈ G.

Although we will not need it here, one may clearly relate certain prop-
erties of ℓ with the remaining axioms for metric spaces.

In Euclidean space we know that the triangle inequality becomes an
equality if and only if the three points involved are suitably placed in a
straight line. This motivates the following:

14.19. Definition. Let G be a group equipped with a length function ℓ.

(a) Given g and h in G, the segment joining g and h is the subset of G given
by

gh =
{
x ∈ G : d(g, h) = d(g, x) + d(x, h)

}
.

(b) A subset ω ⊆ G is said to be convex if gh ⊆ ω, for all g and h in ω.

The above notion of convexity and the notion of semi-saturated partial
representations, as rephrased by (14.5), may be bridged as follows:

14.20. Proposition. Let G be a group and let Rsat be the set consisting of
one relation of the form

egh − egheg = 0,

for each pair of elements g and h in G satisfying ℓ(gh) = ℓ(g) + ℓ(h). Then

ΩRsat =
{
ω ∈ Ω1 : ω is convex

}
.

Proof. Notice that the corresponding set FRsat of functions on {0, 1}G is
formed by the functions

f(ω) = [gh ∈ ω] − [gh ∈ ω][g ∈ ω],

for all g, h ∈ G, such that ℓ(gh) = ℓ(g) + ℓ(h). For each such function, each
ω ∈ Ω1, and each k ∈ ω, notice that

f(k−1ω) = [gh ∈ k−1ω] − [gh ∈ k−1ω][g ∈ k−1ω] =

= [kgh ∈ ω] − [kgh ∈ ω][kg ∈ ω],
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Letting Φ and Ψ denote the formulas “kgh ∈ ω” and “kg ∈ ω”, respectively,
the above may be shortened to

f(k−1ω) = [Φ] − [Φ][Ψ].

We next claim that the Boolean value of the formula “Φ ⇒ Ψ” is given
by 1 − f(k−1ω). In fact, using well known properties of Boolean operators
we have

[Φ ⇒ Ψ] = [¬Φ ∨ Ψ]

= [¬Φ] + [Ψ] − [¬Φ][Ψ]

= 1 − [Φ] + [Ψ] − (1 − [Φ])[Ψ]

= 1 − [Φ] + [Ψ] − [Ψ] + [Φ][Ψ]

= 1 − [Φ] + [Φ][Ψ]

= 1 − f(k−1ω).

Therefore, to say that ω is in ΩRsat is the same as saying that for all
g and h in G with ℓ(gh) = ℓ(g) + ℓ(h), one has that the Boolean value of
“Φ ⇒ Ψ” is equal to 1, obviously meaning that Φ implies Ψ, so

(∀k ∈ ω) kgh ∈ ω ⇒ kg ∈ ω.

One may easily show that the most general situation in which an ele-
ment x lies in a segment kz is when x = kg, and z = kgh, where g and h are
elements in G such that ℓ(gh) = ℓ(g) + ℓ(h). Thus the above condition for ω
to lie in ΩRsat is precisely saying that ω is convex. □

The following is a direct consequence of (14.16):

14.21. Corollary. Let G be a group equipped with a length function ℓ.
Then the set

Ωconv =
{
ω ∈ Ω1 : ω is convex

}
is a closed subspace of Ω1, invariant under the partial Bernoulli action. More-
over, denoting by θ the corresponding restricted partial action, one has that
C(Ωconv)⋊θG is the universal C*-algebra for semi-saturated partial represen-
tations in the following sense:

(i) The map
g ∈ G 7→ 1gδg ∈ C(Ωconv)⋊G,

where 1g is the characteristic function of the set {ω ∈ Ωconv : g ∈ ω}, is
a semi-saturated *-partial representation.

(ii) Given any semi-saturated *-partial representation of G in a unital C*-
algebra B, there exists a unique *-homomorphism

φ : C(Ωconv)⋊G→ B,

such that φ(1gδg) = ug.
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Notes and remarks. Most results of this chapter are taken from [59].
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15. HILBERT MODULES AND MORITA-RIEFFEL-

EQUIVALENCE

One of the main tools to study partial crossed products in the realm of C*-
algebras is the theory of Hilbert modules. In this short chapter we will
therefore outline some of the main results from that theory which we will
need in the sequel. The reader is referred to [71], [18] and [77] for careful
treatments of this important subject.

Hilbert modules are also crucial in defining the concept of Morita-Rieffel-
equivalence between C*-algebras and between C*-algebraic dynamical sys-
tems, which we will also attempt to briefly discuss, while referring the reader
to [96] for a more extensive treatment and examples.

15.1. Definition. Let A be a C*-algebra. By a right pre-Hilbert A-module
we mean a complex vector space M , equipped with the structure of a right
A-module as well as an A-valued inner-product

⟨·, ·⟩ : M ×M → A,

satisfying

(i) ⟨ξ, λη + η′⟩ = λ⟨ξ, η⟩ + ⟨ξ, η′⟩,
(ii) ⟨ξ, ξ⟩ ≥ 0,

(iii) ⟨ξ, ξ⟩ = 0 ⇒ ξ = 0,

(iv) ⟨ξ, ηa⟩ = ⟨ξ, η⟩a,

(v) ⟨ξ, η⟩ = ⟨η, ξ⟩∗,

for every ξ, η, η′ ∈M , λ ∈ C, and a ∈ A.

Notice that it follows from (15.1.i) and (15.1.v) that ⟨·, ·⟩ is conjugate-
linear in the first variable. Also, from (15.1.iv) and (15.1.v), one has that

⟨aξ, η⟩ = a∗⟨ξ, η⟩, ∀ ξ, η,∈M, ∀ a ∈ A.

It is a well known fact [86, Proposition 2.3] that the expression

∥ξ∥2 = ∥⟨ξ, ξ⟩∥1/2, ∀ ξ ∈M,
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defines a norm on M , and we then say that M is a right Hilbert A-module if
M is complete relative to this norm. When M is not complete, the Banach
space completion of M may be shown to carry the structure of a right Hilbert
A-module extending the one of M .

Contrary to the Hilbert space case, a bounded A-linear operator T be-
tween two Hilbert modules M and N , does not necessarily admit an adjoint.
By an adjoint of T we mean an operator T ∗ : N →M satisfying the familiar
property

⟨T (ξ), η⟩ = ⟨ξ, T ∗(η)⟩, ∀ ξ ∈M, ∀ η ∈ N.

For a counter-example, let A be a C*-algebra and let us view A as a
Hilbert module over itself with inner-product defined by

⟨a, b⟩ = a∗b, ∀ a, b ∈ A.

Every ideal J ⊴ A is a sub-Hilbert module of A and the inclusion ι :
J → A is an isometric A-linear map, hence bounded. However the adjoint of
ι may fail to exist under certain circumstances. Suppose, for instance, that
A is unital and J is not. If ι∗ exists then for every x in J we have

x∗ = x∗1 = ⟨ι(x), 1⟩ = ⟨x, ι∗(1)⟩ = x∗ι∗(1).

This implies that ι∗(1) is a unit for J , contradicting our assumptions. There-
fore ι∗ does not exist.

When studying Hilbert module one therefore usually restrict attention
to the adjointable operators, meaning the operators which happen to have an
adjoint.

The set of all adjointable operators on a Hilbert module M is denoted
L (M). One may prove without much difficulty that L (M) is a C*-algebra
with respect to the composition of operators, the adjoint defined above, and
the operator norm.

Given a C*-algebra A, one may likewise define the concept of left pre-
Hilbert A-module, the only differences relative to Definition (15.1) being that
M is now assumed to be a left A-module and axioms (15.1.i&iv) become

(i’) ⟨λξ + ξ′, η⟩ = λ⟨ξ, η⟩ + ⟨ξ′, η⟩,
(iv’) ⟨aξ, η⟩ = a⟨ξ, η⟩,

for every ξ, ξ′, η in M , λ in C, and a in A. The notion of left Hilbert A-module
is defined in the obvious way.

15.2. Lemma. Let A be a C*-algebra and let M be a right (resp. left)
Hilbert A-module. If {vi}i is an approximate identity for A, then for every ξ
in M , one has that ξ = limi ξvi (resp. ξ = limi viξ).
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Proof. We have
∥ξ − ξvi∥2 = ∥⟨ξ − ξvi, ξ − ξvi⟩∥ =

= ∥⟨ξ, ξ⟩ − ⟨ξ, ξ⟩vi − v∗i ⟨ξ, ξ⟩ + v∗i ⟨ξ, ξ⟩vi∥ ≤

≤ ∥⟨ξ, ξ⟩ − ⟨ξ, ξ⟩vi∥ + ∥vi∥∥⟨ξ, ξ⟩vi − ⟨ξ, ξ⟩∥ i→∞−→ 0.

A similar argument proves the left-handed version. □
As a consequence of the previous result, we see that M = [MA] (closed

linear span), but we can in fact get a slightly more precise result:

15.3. Lemma. Let A be a C*-algebra and let M be a right (resp. left)
Hilbert A-module. Then, for every ξ in M one has that

ξ = lim
n→∞

ξ⟨ξ, ξ⟩1/n (resp. ξ = lim
n→∞

⟨ξ, ξ⟩1/nξ).

Consequently M =
[
M⟨M,M⟩

]
(resp. M =

[
⟨M,M⟩M

]
).

Proof. We have ⟨
ξ − ξ⟨ξ, ξ⟩1/n, ξ − ξ⟨ξ, ξ⟩1/n

⟩
=

= ⟨ξ, ξ⟩ − ⟨ξ, ξ⟩⟨ξ, ξ⟩1/n − ⟨ξ, ξ⟩1/n⟨ξ, ξ⟩ + ⟨ξ, ξ⟩1/n⟨ξ, ξ⟩⟨ξ, ξ⟩1/n =

= ⟨ξ, ξ⟩ − 2⟨ξ, ξ⟩1+1/n + ⟨ξ, ξ⟩1+2/n n→∞−→ 0.

Therefore ∥ξ − ξ⟨ξ, ξ⟩1/n∥ n→∞−→ 0, concluding the proof in the right module
case, while a similar argument proves the left-handed version. □

It is interesting to notice that every right Hilbert A-module M is auto-
matically a left Hilbert module over L (M) as follows: given T in L (M) and
ξ in M , we evidently define the multiplication of T by ξ by

T ·ξ := T (ξ),

thus providing the left module structure. As for the L (M)-valued inner-
product, given ξ and η in M , consider the mapping

Ωξ,η : ζ ∈M 7→ ξ⟨η, ζ⟩ ∈M.

It is easy to see that Ωξ,η is an adjointable operator with Ω∗
ξ,η = Ωξ,η.

We thus define the L (M)-valued inner-product on M by

⟨ξ, η⟩
L (M)

= Ωξ,η, ∀ ξ, η ∈M.

Observe that the two inner-products defined on M satisfy the compati-
bility condition

⟨ξ, η⟩
L (M)

ζ = ξ⟨η, ζ⟩
B
, ∀ ξ, η, ζ ∈M,

which motivates our next concept.
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15.4. Definition. Given C*-algebras A and B, by a Hilbert A-B-bimodule
we mean a left Hilbert A-module M , which is also equipped with the structure
of a right Hilbert B-module such that, denoting by ⟨·, ·⟩

A
and ⟨·, ·⟩

B
the A-

valued and B-valued inner-products, respectively, one has that

(i) (aξ)b = a(ξb).

(ii) ⟨ξ, η⟩Aζ = ξ⟨η, ζ⟩B ,

for all a ∈ A, b ∈ B, and ξ, η, ζ ∈M .

It is possible to show [18, Corollary 1.11] that the norms originating from
the two inner-products on a Hilbert bimodule agree, meaning that

∥⟨ξ, ξ⟩
A
∥ = ∥⟨ξ, ξ⟩

B
∥, ∀ ξ ∈M.

15.5. Definition. Let M be a Hilbert A-B-bimodule.

(a) We say that M is left (resp. right) full, if the linear span of the range of
⟨·, ·⟩

A
(resp. ⟨·, ·⟩

B
) is dense in A (resp. B).

(b) If M is both left and right full, we say that M is an imprimitivity bimod-
ule.

(c) If there exists an imprimitivity A-B-bimodule, we say that A and B are
Morita-Rieffel-equivalent.

A rather common situation in which a Morita-Rieffel-equivalence takes
place is as follows: suppose that B is a C*-algebra and A is a closed *-sub-
algebra of B.

Recall that A is said to be a hereditary subalgebra if

ABA ⊆ A.

This is equivalent to saying that any element b in B, such that 0 ≤ b ≤ a, for
some a in A, necessarily satisfies b ∈ A.

On the other hand, A is said to be a full subalgebra if the ideal generated
by A in B coincides with B, namely

[BAB] = B.

If A is a hereditary subalgebra of B, the right ideal of B generated by
A, namely M = [AB], becomes a Hilbert A-B-bimodule with inner-products
defined by

⟨x, y⟩
A

= xy∗, and ⟨x, y⟩
B

= x∗y, ∀x, y ∈M.

Since A ⊆ M , it is evident that M is left-full. If we moreover suppose
that A is a full subalgebra in the above sense, then M is also right-full,
hence an imprimitivity bimodule, whose existence tells us that A and B are
Morita-Rieffel-equivalent. Thus:
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15.6. Proposition. If A is a full, hereditary, closed *-subalgebra of a C*-
algebra B, then A and B are Morita-Rieffel-equivalent.

Morita-Rieffel-equivalent C*-algebras share numerous interesting prop-
erties relating to representation theory and K-theory [96], [17]. One of the
most striking results in this field states that if A and B are separable19 C*-
algebras, then they are Morita-Rieffel-equivalent if and only if they are stably
isomorphic, meaning that

K ⊗A ≃ K ⊗B,

where K is the algebra of compact operators on a separable infinite dimen-
sional Hilbert space (see [17] for more details).

The concept of Morita-Rieffel-equivalence has an important counterpart
for C*-algebraic partial dynamical systems:

15.7. Definition. Let G be a group and suppose that for each k = 1, 2 we
are given a C*-algebraic partial dynamical system

θk =
(
Ak, G, {Akg}g∈G, {θkg}g∈G

)
.

We will say that θ1 and θ2 are Morita-Rieffel-equivalent if there exists a
Hilbert A1-A2-bimodule M , and a (set-theoretical) partial action

γ =
(
{Mg}g∈G, {γg}g∈G

)
of G on M , such that for all k = 1, 2, and all g in G, one has that

(i) Mg is a norm closed, sub-A1-A2-bimodule of M ,

(ii) Akg = [⟨Mg,Mg⟩
Ak

] (closed linear span),

(iii) γg is a complex linear map,

(iv)
⟨
γg(ξ), γg(η)

⟩
Ak

= θkg
(
⟨ξ, η⟩

Ak

)
, for all ξ, η ∈Mg−1 .

In this case we say that

γ =
(
M, G, {Mg}g∈G, {γg}g∈G

)
is an imprimitivity system for θ1 and θ2.

Speaking of (15.7.iv), observe that ⟨ξ, η⟩
Ak

lies in the domain of θkg by
(15.7.ii).

Using (15.7.iv), and the fact that C*-algebra automorphisms are neces-
sarily isometric, one sees that the γg must be isometric as well.

Notice that each Mg may be seen as a full Hilbert A1
g-A

2
g-bimodule, so

necessarily A1
g and A2

g are Morita-Rieffel-equivalent. This applies in particu-
lar to g = 1, so A1 and A2 must be Morita-Rieffel-equivalent as well.

19 In fact this result is known to hold under less stringent conditions, namely if A and
B possess strictly positive elements. However most of the applications we have in mind
are to the separable case, so we will not bother to deal with non-separable algebras here,
unless the separability condition is irrelevant.
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15.8. Proposition. If θ1 and θ2 are Morita-Rieffel-equivalent partial dy-
namical systems, and γ is an imprimitivity system for θ1 and θ2, as in (15.7),
then, given ξ in Mg−1 , one has that

γg(aξ) = θ1g(a)γg(ξ), ∀ a ∈ A1
g−1 ,

and
γg(ξb) = γg(ξ) θ

2
g(b), ∀ b ∈ A2

g−1 .

Proof. Focusing on the first assertion, let η ∈ Mg−1 . Then by (15.7.iv) we
have

⟨γg(aξ), γg(η)⟩
A1 = θ1g

(
⟨aξ, η⟩

A1

)
= θ1g(a)θ1g

(
⟨ξ, η⟩

A1

)
=

= θ1g(a)⟨γg(ξ), γg(η)⟩
A1 =

⟨
θ1g(a)γg(ξ), γg(η)

⟩
A1 .

Since η is arbitrary, and since γg(η) can take on any value in Mg, we
conclude that

γg(aξ) = θ1g(a)γg(ξ).

The second assertion is proved similarly. □
In view of the above result, it is not reasonable to expect the γg to be

bi-module maps (hence not adjointable either) relative to any of the available
Hilbert module structures. However, if we see each Mg as a ternary C*-ring
[105] under the ternary operation

{ξ, η, ζ}g := ξ⟨η, ζ⟩
A2 ,

it easily follows from (15.8) that γg is an isomorphism of ternary C*-rings.

One of our long term goals, unfortunately not to be achieved too soon,
will be proving that Morita-Rieffel-equivalent partial actions lead to Morita-
Rieffel-equivalent crossed products. For this it is important to introduce the
concept of linking algebra.

▶ So, suppose for the time being that A and B are C*-algebras, and that
M is a Hilbert A-B-bimodule.

We first define the adjoint Hilbert bimodule as follows. Let M∗ be any
set admitting a bijective function

ξ ∈M 7→ ξ∗ ∈M∗.

We then define the structures of vector space, left B-module, and right A-
module on M∗ by

ξ∗ + λη∗ = (ξ + λ̄η)∗,

bξ∗ = (ξb∗)∗,

ξ∗a = (a∗ξ)∗,
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for all ξ and η in M , λ in C, a in A and b in B. We further define A- and
B-valued inner-products on M∗ by

⟨ξ∗, η∗⟩
A

= ⟨ξ, η⟩
A

, and ⟨ξ∗, η∗⟩
B

= ⟨ξ, η⟩
B
,

for all ξ and η in M .
The reader might be annoyed by the fact that, unlike module structures,

the inner-products defined on M∗ have not changed relative to the original
ones. However this turns out to be the only sensible choice, and one will
quickly be convinced of this by checking the appropriate axioms, which the
reader is urged to do. Once this is done M∗ becomes a Hilbert B-A-bimodule.

We then write

L =

(
A M
M∗ B

)
,

simply meaning the cartesian product A×M ×M∗×B, denoted in a slightly
unusual way.

We make L a complex-vector space in the obvious way, and a *-algebra
by introducing multiplication and adjoint operations as follows:(

a1 ξ1
η∗1 b1

)(
a2 ξ2
η∗2 b2

)
=

(
a1a2 + ⟨ξ1, η2⟩A a1ξ2 + ξ1b2
η∗1a2 + b1η

∗
2 ⟨η1, ξ2⟩B + b1b2

)
,

and (
a ξ
η∗ b

)*
=

(
a∗ η
ξ∗ b∗

)
.

In order to give L a norm, we define a representation πB of L as ad-
jointable operators on the right Hilbert B-module M ⊕ B (where B is seen
as a right Hilbert B-module in the obvious way) by

πB

(
a1 ξ1
η∗1 b1

)(
ξ2
b2

)
=

(
a1ξ2 + ξ1b2

⟨η1, ξ2⟩B + b1b2

)
,

and another representation πA on the right Hilbert A-module A⊕M∗, by

πA

(
a1 ξ1
η∗1 b1

)(
a2
η∗2

)
=

(
a1a2 + ⟨ξ1, η2⟩A
η∗1a2 + b1η

∗
2

)
.

We then define a norm on L by

∥c∥ = max
{
∥πA(c)∥, ∥πB(c)∥

}
, ∀ c ∈ L,

and one may then prove that L becomes a C*-algebra with the above structure
[18, Proposition 2.3].
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15.9. Definition. Given C*-algebras A and B, and a Hilbert A-B-bimodule
M , the linking algebra of M is the C*-algebra L described above.

The linking algebra relative to the imprimitivity bimodule implement-
ing a Morita-Rieffel-equivalence between partial actions also carries a partial
action, as we will now show:

15.10. Proposition. Let G be a group and suppose we are given C*-alge-
braic partial dynamical systems

α =
(
A,G, {Ag}g∈G, {αg}g∈G

)
, and β =

(
B,G, {Bg}g∈G, {βg}g∈G

)
.

Suppose, moreover, that α and β are Morita-Rieffel-equivalent partial actions,
and that

γ =
(
M, G, {Mg}g∈G, {γg}g∈G

)
is an imprimitivity system for α and β. Letting L be the linking algebra of
M , for each g in G, we have that

(i) the subset Lg of L defined by

Lg =

(
Ag Mg

M∗
g Bg

)
is a closed two-sided ideal,

(ii) the mapping

λg :

(
a ξ
η∗ b

)
∈ Lg−1 7−→

(
αg(a) γg(ξ)
γg(η)∗ βg(b)

)
∈ Lg.

is a *-isomorphism,

(iii) the pair
λ =

(
{Lg}g∈G, {λg}g∈G

)
,

is a C*-algebraic partial action of G on L.

Proof. We first claim that if ξ ∈M , and η ∈Mg, then

⟨ξ, η⟩
A
∈ Ag, and ⟨ξ, η⟩

B
∈ Bg. (15.10.1)

In order to see this, let {vi}i be an approximate identity for Bg. Viewing Mg

as a right Hilbert Bg-module, we get from (15.2) that η = limi ηvi, so

⟨ξ, η⟩
B

= ⟨ξ, lim
i
ηvi⟩B = lim

i
⟨ξ, η⟩

B
vi ∈ Bg.

Using a similar reasoning one shows that ⟨ξ, η⟩
A
∈ Ag.

Of course, if it is ξ, rather than η, which belongs to Mg, then (15.10.1)
still hold (by taking adjoints).
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We will need another fact of a similar nature, that is, if a is in Ag, b is
in Bg, and ξ is in M , then

aξ ∈Mg, and ξb ∈Mg. (15.10.2)

To prove it, notice that by (15.7.ii), we may assume that b = ⟨η, ζ⟩
B

, for some
η and ζ in Mg. In this case we have

ξb = ξ⟨η, ζ⟩
B

(15.4.ii)
= ⟨ξ, η⟩

A
ζ ∈Mg.

The proof that aξ ∈Mg is similar.
We therefore have that, in any one of the expressions:

ab, aξ, ξb, ⟨ξ, η⟩
A

and ⟨ξ, η⟩
B
,

where a is in A, b is in B, and ξ and η are in M , if one of the two terms
involved belongs to a set named with a subscript “g”, then so does the whole
expression.

Keeping this principle in mind, and staring at the definition of the multi-
plication operation in L for a while, one then sees that Lg is in fact a two-sided
ideal of L.

In [18, Proposition 2.3] it is proven that the norm topology of L coincides
with the product topology, when L is viewed as A ×M ×M∗ × B. Thus,
since Ag is closed in A, Bg is closed in B and Mg is closed in M , we see that
Lg is closed in L.

The proof that each γg is a *-isomorphism is an easy consequence of
(15.7.iv) and (15.8), and the corresponding property for αg and βg.

Finally, the last point is easily verified by observing that λ is the direct
sum of four partial actions. □

This result will later be used to prove that Morita-Rieffel-equivalent par-
tial actions lead to Morita-Rieffel-equivalent crossed products. The strategy
for doing so will be to form the crossed product of L by G, and then make
sense of the expression

L⋊G =

(
A⋊G M⋊G

(M⋊G)∗ B⋊G

)
,

so M⋊G will be seen to be an imprimitivity bimodule implementing a Morita-
Rieffel-equivalence between A⋊G and B⋊G. The biggest hurdle we will face,
and the reason we need to further develop our theory, is showing A⋊G and
B⋊G to be isomorphic to subalgebras of L⋊G. Even though we may easily
find *-homomorphisms

A⋊G→ L⋊G, and B⋊G→ L⋊G,

proving these to be injective requires some extra work. As soon as we have the
appropriate tools, we will return to this point and we will prove the following:
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15.11. Theorem. If

α =
(
A,G, {Ag}g∈G, {αg}g∈G

)
, and β =

(
B,G, {Bg}g∈G, {βg}g∈G

)
are Morita-Rieffel-equivalent C*-algebraic partial dynamical systems, then
A⋊G and B⋊G are Morita-Rieffel-equivalent C*-algebras.

Notes and remarks. Inspired by Kaplansky’s C*-modules, Hilbert modules
were introduced by Paschke in [86]. The notion of Morita-Rieffel-equivalence,
sometimes also referred to as strong Morita equivalence, was introduced by
Rieffel in [96], adapting the purely algebraic concept of Morita equivalence
[81] to operator algebras.

Morita-Rieffel-equivalence of actions of groups on C*-algebras were con-
sidered independently in [30] and [25] and, for the case of partial actions, in
[1] and [2], where a version of Theorem (15.11) for reduced crossed products
appeared. When we are ready to prove (15.11), we will take care of both the
reduced and full versions.



PART II
—

FELL BUNDLES
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16. FELL BUNDLES

If one wishes to understand the structure of a given algebra, a traditional
method is to try to decompose it in the direct sum of ideals. However, when
working with simple algebras, such a decomposition is evidently unavailable.

An alternative method is to try to find a grading (see (8.10)) of our
algebra, in which case we will have decomposed it in its homogeneous spaces.
These are of course subspaces of the given algebra but they can also be seen
as separate entities. In other words, starting from a graded algebra we may
see the collection of its homogeneous spaces as the parts we are left with after
disassembling the algebra along its grading. The study of the separate pieces
might then hopefully shed some light on the structure of our algebra.

From now on we will employ the concept of Fell bundles, introduced
by J. M. G. Fell under the name of C*-algebraic bundles, in order to deal
with disassembled C*-algebras20. However it is crucial to note that, in the
category of C*-algebras, the concept of a grading, to be defined shortly, only
requires the direct sum of the homogeneous spaces to be dense, so the process
of passing from a graded C*-algebra to its corresponding Fell bundle, that is,
the collection formed by its homogeneous spaces, involves a significant loss of
information: there is no straightforward process to reassemble a graded C*-
algebra from its parts! In other words, there are examples of non-isomorphic
graded C*-algebras whose associated Fell bundles are indistinguishable.

While this can be considered a weakness of the method, it often helps
to organize one’s tasks in two broad groups. In order to understand the
structure of a graded C*-algebra one should therefore attempt to separately
understand:

(1) the structure of its associated Fell bundle, and

(2) the way in which the various parts are pieced together.

Breaking up assignments along these lines frequently makes a lot of sense
because the two tasks often require very different tool sets.

20 It is important to stress that, over topological groups, Fell bundles carry in its topol-
ogy a lot more information than we will be using here. However, since all of our groups
are discrete, this extra topological data will not be relevant for us here.
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In this and the forthcoming chapters we plan to provide both sets of
tools for dealing with graded C*-algebras: (1) understanding the structure of
Fell bundles will be done by proving that, under suitable hypothesis, every
Fell bundle arises from a partial dynamical system, while (2) understanding
how to piece together the homogeneous spaces to reassemble the algebra will
be done via the theory of cross-sectional algebras and amenability.

16.1. Definition. A Fell bundle (also known as a C*-algebraic bundle) over
a group G is a collection

B = {Bg}g∈G

of Banach spaces, each of which is called a fiber. In addition, the total space
of B, namely the disjoint union of all the Bg’s, which we also denote by B,
by abuse of language, is equipped with a multiplication operation and an
involution

· : B × B → B, ∗ : B → B,

satisfying the following properties for all g and h in G, and all b and c in B:

(a) BgBh ⊆ Bgh,

(b) multiplication is bi-linear from Bg ×Bh to Bgh,

(c) multiplication on B is associative,

(d) ∥bc∥ ≤ ∥b∥∥c∥,

(e) (Bg)
∗ ⊆ Bg−1 ,

( f ) involution is conjugate-linear from Bg to Bg−1 ,

(g) (bc)∗ = c∗b∗,

(h) b∗∗ = b,

( i ) ∥b∗∥ = ∥b∥,

( j ) ∥b∗b∥ = ∥b∥2,

(k) b∗b ≥ 0 in B1.

Axioms (a–d) above define what is known as a Banach algebraic bundle.
Adding (e–i) gives the definition of a Banach *-algebraic bundle.

Observe that axioms (a–j) imply that B1 is a C*-algebra with the re-
stricted operations. We will often refer to B1 as the unit fiber algebra.

With respect to axiom (k), notice that the reference to positivity there
is to be taken with respect to the standard order relation in B1, seen as a
C*-algebra. Should one prefer to avoid any reference to this order relation,
an alternative formulation of (k) is to require that for each b in B, there exists
some a in B1, such that b∗b = a∗a.

As already hinted upon, a concept which is closely related to Fell bundles
is the notion of graded C*-algebras, which is not equivalent, and hence should
be distinguished from its purely algebraic counterpart (8.10).
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16.2. Definition. Let B be a C*-algebra and G be a group. We say that
a linearly independent collection {Bg}g∈G of closed subspaces of B is a C*-
grading for B, if

⊕
g∈GBg is dense in B, and for every g and h in G, one has

that

(i) BgBh ⊆ Bgh,

(ii) B∗
g ⊆ Bg−1 .

In this case we say that B is a G-graded C*-algebra and each Bg is called a
grading subspace.

The reason why the above is not a special case of (8.10) is that here the
direct sum of the Bg’s is only required to be dense in B.

16.3. If one is given a G-graded C*-algebra B, then the collection of all grad-
ing subspaces will clearly form a Fell bundle with the norm, the multiplication
operation and the adjoint operation borrowed from B.

We will see that, conversely, every Fell bundle may be obtained from a
G-graded C*-algebra B, as above, although B is not uniquely determined
since there might be many ways to complete the direct sum of the Bg’s.

One of the reasons why one is interested in studying Fell bundles rather
than graded C*-algebras is to avoid getting distracted by the problems related
to the different completions mentioned above.

16.4. An important example of Fell bundles is given by the group bundle

B = C×G,

where G is any group. Each fiber Bg is defined to be C × {g}, with usual
linear and norm structure, and with operations

(λ, g)(µ, h) = (λµ, gh), and (λ, g)∗ = (λ̄, g−1),

for all λ, µ ∈ C, and g, h ∈ G.

16.5. One of the main reasons we are interested in Fell bundles is because
they may be built from C*-algebraic partial dynamical systems. In order to
describe this construction, let us fix a C*-algebraic partial action

θ =
(
{Dg}g∈G, {θg}g∈G

)
of a group G on a C*-algebra A. We will begin the construction of our Fell
bundle by defining its total space to be

B = {(b, g) ∈ A×G : b ∈ Dg}.

Inspired by the notation introduced in (8.3.1), we will write bδg to refer
to (b, g), whenever b ∈ Dg. We may then identify the fibers of our bundle as

Bg = {bδg : b ∈ Dg}.
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The linear structure and the norm on each Bg is borrowed from Dg,
while the multiplication operation is defined exactly as in (8.3.2), namely

(aδg)(bδh) = θg
(
θg−1(a)b

)
δgh, ∀ a ∈ Dg, ∀ b ∈ Dh.

We finally borrow the definition of the involution from (8.9), namely

(aδg)
∗ = θg−1(a∗)δg−1 , ∀ g ∈ G, ∀ a ∈ Dg.

16.6. Proposition. Given a C*-algebraic partial action

θ =
(
{Dg}g∈G, {θg}g∈G

)
of a group G on a C*-algebra A, one has that B, with the above operations, is
a Fell bundle over G, henceforth called the semi-direct product bundle relative
to θ.

Proof. The task of checking the axioms in (16.1) is mostly routine. We restrict
ourselves to a few comments. With respect to associativity, we observe that
it follows by the same argument used in (8.7). Axiom (d), (i) and (j), namely
the axioms referring to the norm structure, all follow easily from the fact that
partial automorphisms of C*-algebras are isometric. Axioms (g) and (h) may
be proved following the ideas used in the proof of (8.9), while (k) easily follows
from (8.14.e) and the fact that partial automorphisms preserve positivity. □
16.7. Another important class of examples of Fell bundles is given in terms
of partial representations. In order to describe these, let

u : G→ A

be a *-partial representation of a given group G in a unital C*-algebra A.
For each g in G, consider the closed linear subspace Bug ⊆ A, spanned by the
elements of the form

uh1uh2 · · ·uhn ,

where n ≥ 1 is any integer, the hi are in G, and

h1 · · ·hn = g.

It is elementary to check that

(Bug )∗ = Bug−1 , and BugB
u
h ⊆ Bugh,

for all g and h in G, so the collection

Bu = {Bug }g∈G

is seen to be a Fell bundle with the operations borrowed from A.
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16.8. Proposition. Let u be a *-partial representation of the group G in
the unital C*-algebra A. For each g in G, let eg = ugug−1 , as usual. Then,
regarding the Fell bundle Bu defined above, we have:

(i) the unit fiber algebra Bu1 coincides with the C*-algebra generated by the
set {eg : g ∈ G},

(ii) Bu1 is abelian,

(iii) for each g in G, one has that ugB
u
1 = Bug = Bu1 ug.

Proof. Given h1, . . . , hn in G, we claim that

uh1uh2 · · ·uhn = ep1ep2 · · · epnupn , (16.8.1)

where
pk = h1 · · ·hk, ∀ 1 ≤ k ≤ n.

If n = 1, we have

uh1 = uh1uh−1
1
uh1 = eh1uh1 = ep1up1 ,

proving the claim in this case. Assuming that n ≥ 2, we have

uh1uh2uh3 · · ·uhn = uh1uh−1
1
uh1uh2uh3 · · ·uhn

(9.1.iii)
=

= uh1uh−1
1
uh1h2uh3 · · ·uhn = eh1uh1h2uh3 · · ·uhn ,

and the claim follows by induction.
If we moreover assume that h1 · · ·hn = 1, so that uh1uh2 · · ·uhn is an

arbitrary generator of Bu1 , we deduce from the claim that

uh1uh2 · · ·uhn = eh1eh1h2 · · · eh1h2···hn ,

proving (i), and then (ii) follows from (9.8.iv).
Let us next prove (iii). Observing that ug lies in Bug , it is immediate

that ugB
u
1 ⊆ Bug . On the other hand, notice that if h1 · · ·hn = g, and b is

defined by b = uh1uh2 · · ·uhn , then

beg−1 = bug−1ug
(16.8.1)

= ep1ep2 · · · epnupnug−1ug
(9.8.i)

=

= ep1ep2 · · · epnupn = b.

Since Bug is the closed linear span of the set of elements b, as above, we
then see that

beg−1 = b, ∀ b ∈ Bug .

For each such b, we then have that

b = beg−1 = bug−1ug ∈ Bu1 ug,

because bug−1 is clearly in Bu1 . This proves that Bug = Bu1 ug, and the re-
maining statement in (iii) follows by taking adjoints. □
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It is interesting to notice that the Fell bundle associated to a given *-
partial representation, as discussed above, may also be described as a semi-
direct product bundle. In fact, one may adapt (10.1) to the context of C*-
algebras, obtaining a partial action of G on Bu1 , whose associated semi-direct
product bundle is isomorphic to Bu. We leave the verification of these state-
ments as an easy exercise.

▶ From now on we fix an arbitrary Fell bundle B = {Bg}g∈G.

16.9. Lemma. If {vi}i is an approximate identity for B1, then, for every b
in any Bg, one has that

b = lim
i
bvi = lim

i
vib.

Proof. Noticing that Bg is a Hilbert B1-B1-bimodule in a natural way, the
result follows from (15.2). □

Using square brackets to denote closed linear span, notice that for any
two fibers Bg and Bh of B, we have that [BgBh] is a closed linear subspace
of Bgh. Questions related to whether or not [BgBh] coincide with Bgh will
have a special significance for us so let us introduce two concepts which are
based on this. Recall from (4.9) and (9.7) that the term semi-saturated has
already been defined both in the context of partial actions and of partial
representation. We will now extend it to the context of Fell bundles.

16.10. Definition. Let B = {Bg}g∈G be a Fell bundle.

(a) We say that B is saturated if [BgBh] = Bgh, for every g and h in G.

(b) If G is moreover equipped with a length function ℓ, we say that B is
semi-saturated (with respect to the given length function ℓ) if, for all g
and h in G satisfying ℓ(gh) = ℓ(g) + ℓ(h), one has that [BgBh] = Bgh.

As already seen, the unit fiber B1 of a Fell bundle is always a C*-algebra,
and it is easy to see that for each g in G, one has that [BgBg−1 ] is an ideal
of B1.

16.11. Lemma. Let B = {Bg}g∈G be a Fell bundle, and let g ∈ G. Given
an approximate identity {ui}i for [BgBg−1 ], and another approximate identity
{vi}i for [Bg−1Bg], one has that

b = lim
i
uib = lim

i
bvi, ∀ b ∈ Bg.

Proof. This is an immediate consequence of (15.2), once we notice that Bg is
a Hilbert [BgBg−1 ]-[Bg−1Bg]-bimodule. □
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16.12. Lemma. For every g in G, one has that [BgBg−1Bg] = Bg.

Proof. Given b in Bg, choose an approximate identity {ui}i for [BgBg−1 ].
Then

b = lim
i
uib ∈ [BgBg−1Bg],

proving that Bg ⊆ [BgBg−1Bg]. The reverse inclusion is obvious. □

We may use this to give a simpler characterization of saturated Fell
bundles.

16.13. Proposition. A necessary and sufficient condition for a Fell bundle
B = {Bg}g∈G to be saturated is that

[BgBg−1 ] = B1, ∀ g ∈ G.

Proof. That the condition is necessary is obvious. Conversely, notice that for
all g and h in G, we have

Bgh
(16.12)

= [BghB(gh)−1Bgh] ⊆ [B1Bgh] = [BgBg−1Bgh] ⊆

⊆ [BgBh] ⊆ Bgh.

Therefore equality holds throughout, proving that B is saturated. □

We may easily characterize saturatedness and semi-saturatedness for
semi-direct product bundles:

16.14. Proposition. Let θ =
(
{Dg}g∈G, {θg}g∈G

)
be a C*-algebraic par-

tial action of the group G on the C*-algebra A, and let B be the associated
semi-direct product bundle.

(i) Then B is saturated if and only if θ is a global action.

(ii) If G is moreover equipped with a length function, then B is a semi-
saturated Fell bundle (according to (16.10.b)) if and only if θ is a semi-
saturated partial action (according to (4.9)).

Proof. Given g in G, we have

[BgBg−1 ] = [(Dgδg)(Dg−1δg−1)]
(8.14)

=

= [Dgθg(Dg−1)δ1] = Dgδ1. (16.14.1)

So, to say that [BgBg−1 ] = B1 is equivalent to saying that Dg = A. This
proves (i).

Focusing on (ii), pick g and h in G, with ℓ(gh) = ℓ(g) + ℓ(h). Reasoning
as in (2.2), it is easy to see that the range of θg ◦ θh is given by Dg ∩ Dgh.
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Since θg ◦θh is a restriction of the bijective mapping θgh, it is clear that these
two maps coincide if and only if they have the same range, that is,

θg ◦ θh = θgh ⇔ Dg ∩Dgh = Dgh ⇔ Dgh ⊆ Dg.

Assuming that B is semi-saturated, we have that Bgh = [BgBh], so

Dghδ1
(16.14.1)

= [BghBh−1g−1 ] = [BgBhBh−1g−1 ] ⊆ [BgBg−1 ]
(16.14.1)

= Dgδ1,

so Dgh ⊆ Dg, whence θg ◦ θh = θgh, as seen above, proving θ to be semi-
saturated.

Conversely, assuming that θ is semi-saturated, we have

Bgh
(16.12)

= [BghBh−1g−1Bgh]
(16.14.1)

=
[
(Dghδ1)Bgh

]
⊆

⊆
[
(Dgδ1)Bgh

] (16.14.1)
= [BgBg−1Bgh] ⊆ [BgBh],

which says that B is semi-saturated. □
Our next result relates saturatedness for partial representations and for

Fell bundles.

16.15. Proposition. Given a *-partial representation u of a group G in
a nonzero unital C*-algebra A, consider its associated Fell bundle Bu, as
described in (16.7). Then:

(i) Bu is a saturated Fell bundle if and only if u is a unitary group repre-
sentation. In this case Bu is isomorphic to the group bundle C×G.

(ii) Bu is a semi-saturated Fell bundle if and only if u is a semi-saturated
partial representation.

Proof. Assuming that Bu is saturated, let g be in G. Then

Bu1 = [BugB
u
g−1 ]

(16.8.iii)
= [Bu1 ugug−1Bu1 ] = [egB

u
1 ].

This is to say that the ideal generated by the idempotent element eg
coincides with the unital algebra Bu1 , but this may only happen if eg = 1.
Since g is arbitrary, this easily implies that u is a unitary group representation.

Conversely, supposing that u is a unitary group representation, notice
that whenever h1 · · ·hn = g, one has that uh1uh2 · · ·uhn = ug, which is to
say that Bug = Cug. It is then easy to see that Bu is isomorphic to the group
bundle C×G, whence a saturated Fell bundle.

With respect to (ii), pick g and h in G, with ℓ(gh) = ℓ(g) + ℓ(h). Then,
assuming u to be semi-saturated, we have that uguh = ugh, so

[BugB
u
h ] = [Bu1 uguhB

u
1 ] = [Bu1 ughB

u
1 ] = [Bu1B

u
gh]

(16.9)
= Bugh,
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so Bu is seen to be semi-saturated.
In order to prove the converse, given any g in G, we claim that

egb = b, ∀ g ∈ Bug .

To see this, notice that, if b ∈ Bug , we may write b = uga, for some a in Bu1 ,
by (16.8.iii), so

egb = eguga = ugug−1uga = uga = b,

proving the claim. If Bu is semi-saturated, and still under the assumption
that ℓ(gh) = ℓ(g) + ℓ(h), we then immediately see that

egb = b, ∀ g ∈ Bugh,

because Bugh = [BugB
u
h ]. In particular, since ugh is in Bugh, we deduce that

egegh = egughugh−1 = ughugh−1 = egh.

Using (14.5) we then conclude that ugh = uguh, thus verifying that u is
semi-saturated. □

▶ Let us now return to the above situation in which B = {Bg}g∈G denotes
an arbitrary, fixed Fell bundle.

Every element c of B1 defines left and right multiplication operators

Lc : b ∈ Bg 7→ cb ∈ Bg, and Rc : b ∈ Bg 7→ bc ∈ Bg.

We will next show that the above may be extended to multipliers of B1.

16.16. Proposition. Given any m in the multiplier algebra M(B1), there
is a unique pair of bounded linear maps

Lm, Rm : Bg → Bg,

such that, for all a in B1, and all b in Bg, one has that

(i) Lm(ba) = Lm(b)a,

(ii) Rm(ab) = aRm(b),

(iii) aLm(b) = (am)b,

(iv) Rm(b)a = b(ma).

Moreover, if {ui}i is any approximate identity for B1, then

Lm(b) = lim
i

(uim)b, and Rm(b) = lim
i
b(mui), ∀ b ∈ Bg.
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Proof. Let {vi}i be an approximate identity for B1. Addressing uniqueness,
notice that if b is in Bg, we have that

Lm(b)
(16.9)

= lim
i
viLm(b)

(iii)
= lim

i
(vim)b.

One similarly proves that Rm is unique. As for existence, we claim that the
limits

lim
i

(vim)b, and lim
i
b(mvi)

exist. Checking the Cauchy condition relative to the first limit we have, for
all i and j, that

∥(vim)b− (vjm)b∥2 = ∥
(
(vim)b− (vjm)b

)(
b∗(m∗vi) − b∗(m∗vj)

)
∥ =

= ∥(vim)bb∗(m∗vi)−(vim)bb∗(m∗vj)−(vjm)bb∗(m∗vi)+(vjm)bb∗(m∗vj)∥ ≤

≤ ∥vim(bb∗)m∗vi − vim(bb∗)m∗vj∥ + ∥vjm(bb∗)m∗vi − vjm(bb∗)m∗vj∥ ≤

≤ ∥vi∥∥m(bb∗)m∗vi −m(bb∗)m∗vj∥ +

+ ∥vj∥∥m(bb∗)m∗vi −m(bb∗)m∗vj∥
i,j→∞−→ 0.

This proves the existence of the first limit, while the second limit is shown to
exist by a similar argument. We may then define Lm and Rm as in the last
sentence of the statement, and the proofs of (i–iv) are now mostly routine,
so we restrict ourselves to proving (iii), leaving the proofs of the other points
to the reader. Given a in B1, and b in Bg, the left-hand-side of (iii) equals

aLm(b) = a lim
i

(vim)b = lim
i

(avim)b = (am)b. □

The following result gives a concrete way to describe the fiber-wise mul-
tipliers given by (16.16) in the case of semi-direct product bundles:

16.17. Proposition. Let B be the semi-direct product bundle associated
to a given C*-algebraic partial dynamical system

θ =
(
A, G, {Dg}g∈G, {θg}g∈G

)
.

Then for every multiplier m ∈ M(A), and every a in any Dg, one has that

Lm(aδg) = (ma)δg, and Rm(aδg) = θg
(
θg−1(a)m

)
δg.

Proof. Picking an approximate identity {vi}i for A, we have that {viδ1}i is
an approximate identity for B1 = Aδ1, so for any a in Dg, we have that

Lm(aδg) = lim
i

(vimδ1)aδg = lim
i

(vima)δg = (ma)δg,
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proving the first identity. As for the second one, we have

Rm(aδg) = lim
i

(aδg)(mviδ1) = lim
i
θg
(
θg−1(a)mvi

)
δg =

= θg
(
θg−1(a)m

)
δg. □

The reader is urged to compare the above formula for Rm(aδg) with the
multiplication (aδg)(mδ1), should m be an element of A.

We will now present the first process of assembling a C*-algebra from a
given Fell bundle. This will produce the biggest possible outcome.

▶ Recall that B = {Bg}g∈G denotes a Fell bundle which has been fixed
near the beginning of this chapter.

16.18. Definition. By a section of B we shall mean any function y from G
to the total space of B, such that yg ∈ Bg, for every g in G. We will moreover
denote by Cc(B) the collection of all finitely supported sections. Given two
sections y and z in Cc(B), we define their convolution product by

(y ⋆ z)g =
∑
h∈G

yhzh−1g, ∀ g ∈ G.

We also define an adjoint operation by

y∗g = (yg−1)∗, ∀ g ∈ G.

With respect to the convolution product above, notice that for every h
in G we have

yhzh−1g ∈ BhBh−1g ⊆ Bg,

so all of the summands lie in the same vector space, hence the sum is well
defined as an element of Bg.

We leave it for the reader to prove the following easy fact:

16.19. Proposition. With the above operations one has that Cc(B) is an
associative *-algebra.

As an example, notice that for the semi-direct product bundle B de-
scribed in (16.6), we have that Cc(B) is isomorphic to A⋊algG.
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16.20. Definition. A *-representation of a Fell bundle B = {Bg}g∈G in a
*-algebra C is a collection π = {πg}g∈G of linear maps

πg : Bg → C,

such that

(i) πg(b)πh(c) = πgh(bc),

(ii) πg(b)
∗ = πg−1(b∗),

for all g, h ∈ G, and all b ∈ Bg, and c ∈ Bh.

Given a Fell bundle B, for each g in G we will denote by jg the natural
inclusion of Bg in Cc(B), namely the map

jg : Bg → Cc(B)

defined by

jg(b)|h =

{
b, if h = g,

0, otherwise.
(16.21)

16.22. Proposition. The collection of maps j = {jg}g∈G is a *-representa-
tion of B in Cc(B).

Proof. Left to the reader. □
We would now like to construct a C*-algebra from Cc(B) in the same way

we built the C*-algebraic partial crossed product from its algebraic counter-
part. For this we need to obtain a bound for C*-seminorms on Cc(B), much
like we did in (11.9).

16.23. Proposition. Let p be a C*-seminorm on Cc(B). Then, for every y
in Cc(B), one has that

p(y) ≤
∑
g∈G

∥yg∥.

Proof. Using (16.22) we have for every b ∈ Bg, that

p
(
jg(b)

)2
= p

(
jg(b)

∗jg(b)
)

= p
(
jg−1(b∗)jg(b)

)
= p

(
j1(b∗b)

)
.

Observe that the composition p ◦ j1 is clearly a C*-seminorm on B1. So,
as already mentioned in (11.8), we have

p
(
j1(b∗b)

)
≤ ∥b∗b∥ = ∥b∥2.

The conclusion is thus that

p
(
jg(b)

)
≤ ∥b∥.

For a general y in Cc(B), we may write y =
∑
g∈G jg(yg), so

p(y) ≤
∑
g∈G

p
(
jg(yg)

)
≤

∑
g∈G

∥yg∥.

This concludes the proof. □
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Given y in Cc(B), define

∥y∥max = sup
p

p(y), (16.24)

where p ranges in the collection of all C*-seminorms on Cc(B). By the above
result we see that ∥·∥max is finite for every y, and hence it is a well defined
C*-seminorm on Cc(B).

16.25. Definition. The cross sectional C*-algebra of B, denoted C∗(B),
is the C*-algebra obtained by taking the quotient of Cc(B) by the ideal
consisting of the elements of norm zero and then completing it.

We will soon see that ∥·∥max is in fact a norm, and hence that Cc(B)
may be embedded as a dense subalgebra of C∗(B). Meanwhile we will call
the canonical mapping arising from the completion process by

κ : Cc(B) → C∗(B).

Since κ is a *-homomorphism, and since j is a *-representation, the
following is evident:

16.26. Proposition. For each g in G, let us denote by ȷ̂g the composition

Bg
jg
−→ Cc(B)

κ→ C∗(B).

Then ȷ̂ = {ȷ̂g}g∈G is a *-representation of B in C∗(B), henceforth called the
universal representation.

We have already seen that B1 is always a C*-algebra and it is easy to
see that ȷ̂1 is necessarily a *-homomorphism. In fact we have:

16.27. Proposition. For every Fell bundle B, the map

ȷ̂1 : B1 → C∗(B)

is a non-degenerate *-homomorphism.

Proof. Follows immediately from (16.9). □
The result stated below is simply the recognition that the C*-algebraic

partial crossed product defined in (11.11) is a special case of the cross sectional
C*-algebra.

16.28. Proposition. Let

θ =
(
{Dg}g∈G, {θg}g∈G

)
be a C*-algebraic partial action of a group G on a C*-algebra A, and let B
be the corresponding semi-direct product bundle. Then A⋊G is naturally
isomorphic to C∗(B).

In the case of the group bundle C×G, the cross sectional C*-algebra is
denoted C∗(G) and is called the group C*-algebra of G.

The cross sectional C*-algebra of a Fell bundle possesses the following
universal property with respect to bundle representations:
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16.29. Proposition. Let π = {πg}g∈G be a *-representation of the Fell
bundle B in a C*-algebra C. Then there exists a unique *-homomorphism

φ : C∗(B) → C,

such that
φ
(
ȷ̂g(b)

)
= πg(b), ∀ g ∈ G, ∀ b ∈ Bg.

We will say that φ is the integrated form of π.

Proof. Given π, define φ0 : Cc(B) → C, by

φ0(y) =
∑
g∈G

πg(yg), ∀ y ∈ Cc(B).

It is a routine matter to prove that φ0 is a *-homomorphism, whence the
formula

p(y) = ∥φ0(y)∥, ∀ y ∈ Cc(B),

defines a C*-seminorm on Cc(B), which is therefore dominated by ∥·∥max.
This says that φ0 is continuous and so it extends to the completion, provid-
ing the required map. □

Notes and remarks. Fell bundles were introduced in the late 60’s by J. M. G.
Fell in [61], under the name C*-algebraic bundles, setting the stage for a far
reaching generalization of Harmonic Analysis. See [62] for a very extensive
treatment of this and other important concepts.

Fell bundles over topological groups are defined in a different fashion
since the topology of the group must also be taken into account. However,
since we have chosen to work only with discrete group, we do not need to
worry about any extra topological conditions.
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17. REDUCED CROSS-SECTIONAL ALGEBRAS

The construction of the cross-sectional C*-algebra for a Fell bundle given in
(16.25) shares with (11.11), as well as many other universal constructions, a
norm defined via a supremum (see (16.24) and (11.10)). While we have so far
verified that these maximal norms are finite, we have not worried about them
being zero! In other words, we are facing the potentially tragic situation in
which the cross-sectional algebra of nontrivial Fell bundles may turn out to
be the zero algebra! By (16.28) this would also affect C*-algebraic partial
crossed products.

In order to rule out this undesirable situation, given a Fell bundle B, we
must provide nontrivial C*-seminorms on Cc(B), and one of the best ways
to do so is through representation theory. That is, given any representation
ρ of Cc(B) on a Hilbert space, we may define a seminorm by p(y) = ∥ρ(y)∥,
which will be nontrivial as long as ρ is nontrivial.

However, instead of representing Cc(B) on a Hilbert space, our repre-
sentation will be on a Hilbert module over the unit fiber algebra B1, which
we now set out to construct. As a byproduct we will describe our second
process of assembling a C*-algebra from a given Fell bundle.

▶ From now on we fix an arbitrary Fell bundle B = {Bg}g∈G.

By (16.22) we have that j1 is a *-homomorphism through which we may
view B1 as a subalgebra of Cc(B). This makes Cc(B) a right B1-module in
a standard way and we will now introduced a B1-valued inner-product on
Cc(B) as follows

⟨y, z⟩ =
∑
g∈G

(yg)
∗zg, ∀ y, z ∈ Cc(B).

The easy verification that this is indeed an inner-product is left to the
reader. Once this is done we have that Cc(B) is a right pre-Hilbert B1-
module.

17.1. Definition. We shall denote by ℓ2(B) the right Hilbert B1-module
obtained by completing Cc(B) under the norm ∥·∥2 arising from the inner-
product defined above.
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Seeing Cc(B) as a dense subspace of ℓ2(B), we may view jg as a map
from Bg to ℓ2(B), and it is interesting to remark that this is an isometry,
since, for every b in any Bg, one has

∥jg(b)∥22 = ∥⟨jg(b), jg(b)⟩∥ = ∥b∗b∥ = ∥b∥2.

Our next step will be the construction of a representation of B within
L
(
ℓ2(B)

)
. The following technical fact will be useful in that direction:

17.2. Lemma. Given g, h ∈ G, b ∈ Bg, and c ∈ Bh, one has that

c∗b∗bc ≤ ∥b∥2c∗c.

Proof. It is well known that a positive element h in a C*-algebra A satisfies
h ≤ ∥h∥, in the sense that v∗(∥h∥−h)v ≥ 0, for every v in A. Here, we either
temporarily work in the unitization of A, or we simply write v∗(∥h∥− h)v to
actually mean ∥h∥v∗v − v∗hv.

Picking an approximate identity {vi}i for B1, we then have for all i that,

v∗i (∥b∥2 − b∗b)vi ≥ 0.

So, there exists some ai in B1 such that

v∗i (∥b∥2 − b∗b)vi = a∗i ai.

Applying (16.1.k) for aic ∈ Bh, and using (16.9), we get

0 ≤ (aic)
∗aic = c∗a∗i aic = c∗v∗i (∥b∥2 − b∗b)vic

i→∞−→ c∗(∥b∥2 − b∗b)c =

= ∥b∥2c∗c− c∗b∗bc,

concluding the proof. □
17.3. Proposition. Given b in any Bg, the operator

λg(b) : y ∈ Cc(B) 7−→ jg(b) ⋆ y ∈ Cc(B)

is continuous relative to the Hilbert module norm on Cc(B), and hence ex-
tends to a bounded operator on ℓ2(B), still denoted by λg(b) by abuse of
language, such that ∥λg(b)∥ = ∥b∥, and which moreover satisfies

λg(b)
(
jh(c)

)
= jgh(bc), ∀h ∈ G, ∀ c ∈ Bh.

Proof. Notice that for every y in Cc(B) and every h in G, the formula for
the convolution product gives

λg(b)y|h = byg−1h.
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Therefore, if c is in Bh, then for every k in G, we have that

λg(b)
(
jh(c)

)
|k = bjh(c)g−1k = δh,g−1kbc = δgh,kbc = jgh(bc)k,

proving the last assertion in the statement. Addressing the boundedness of
λg(b), given y in Cc(B), notice that

⟨λg(b)y, λg(b)y⟩ =
∑
h∈G

(yg−1h)∗b∗byg−1h =

=
∑
h∈G

(yh)∗b∗byh
(17.2)

≤ ∥b∥2
∑
h∈G

(yh)∗yh = ∥b∥2⟨y, y⟩.

This implies that ∥λg(b)y∥2 ≤ ∥b∥∥y∥2, from where we see that λg(b) is
bounded and ∥λg(b)∥ ≤ ∥b∥.

In order to prove the reverse inequality let ξ be the element of ℓ2(B) ob-
taining by mapping b∗ into ℓ2(B) via jg−1 . Recalling that jg−1 is an isometry,
we have that ∥ξ∥2 = ∥b∥. We then have

λg(b)ξ = λg(b)jg−1(b∗) = jg(b) ⋆ jg−1(b∗) = j1(bb∗),

so

∥b∥2 = ∥b∗b∥ = ∥j1(bb∗)∥2 = ∥λg(b)ξ∥2 ≤ ∥λg(b)∥∥ξ∥2 = ∥λg(b)∥∥b∥.
This proves that ∥λg(b)∥ ≥ ∥b∥, completing the proof. □

We may now finally introduce the first nontrivial representation of our
bundle.

17.4. Proposition. The collection of maps

λ = {λg}g∈G
introduced above is a representation of B in L

(
ℓ2(B)

)
, henceforth called the

regular representation of B.

Proof. For b in any Bg, and y, z in Cc(B), we have

⟨λg(b)y, z⟩ =
∑
h∈G

(yg−1h)∗b∗zh =
∑
h∈G

(yh)∗b∗zgh = ⟨y, λg−1(b∗)z⟩.

Since Cc(B) is dense in ℓ2(B), we conclude from the above that

⟨λg(b)ξ, η⟩ = ⟨ξ, λg−1(b∗)η⟩, ∀ ξ, η ∈ ℓ2(B),

and hence that λg(b) is an adjointable operator, with λg(b)
∗ = λg−1(b∗). This

also proves (16.20.ii). Given bg in Bg, bh in Bh, and y in Cc(B), we have

λg(bg)
(
λh(bh)y

)
= jg(bg) ⋆ jh(bh) ⋆ y

(16.22)
=

= jgh(bgbh) ⋆ y = λgh(bgbh)y.

Again because Cc(B) is dense in ℓ2(B), we get λg(bg)λh(bh) = λgh(bgbh),
proving (16.20.i) and concluding the proof. □

By (16.29), the regular representation of B gives rise to a *-homomor-
phism

Λ : C∗(B) → L
(
ℓ2(B)

)
, (17.5)

satisfying Λ ◦ ȷ̂g = λg, for any g in G.
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17.6. Definition. The *-homomorphism Λ defined above will be called the
regular representation of C∗(B), and its range, which we will denote by
C∗

red(B), will be called the reduced cross sectional C*-algebra of B.

We thus see that C∗
red(B) is isomorphic to the quotient of C∗(B) by the

null space of Λ.

Bg
jg
−→ Cc(B)

κ→ C∗(B)
Λ↠ C∗

red(B).

...........
...........
............
.............
..............

...............
.................

...................
........................

.....................................
............................................................................................................................................................................................................................................................ ........

..
...........
.............
...............

...................
.....................................

................................................................................................................................... ........
..

ȷ̂g

λg

(17.7)

In the special case of the group bundle C×G, the reduced cross sectional
C*-algebra is denoted C∗

red(G), and it is called the reduced group C*-algebra
of G.

The consequences of the existence of the regular representation are nu-
merous. We begin with a technical remark which should be seen as a gener-
alization of Fourier coefficients to Fell bundles.

17.8. Lemma. For each g in G, there exists a contractive21 linear mapping

Eg : C∗
red(B) → Bg,

such that, for every h in G, and every b in Bh, one has that

Eg
(
λh(b)

)
=

{
b, if g = h,
0, if g ̸= h.

For any given z in C∗
red(B) we will refer to Eg(z) as the g

th Fourier coefficient
of z.

Proof. The map
Pg : y ∈ Cc(B) → yg ∈ Bg,

is easily seen to be continuous for the Hilbert module norm, and hence it
extends to a continuous mapping, also denoted Pg, from ℓ2(B) to Bg.

Letting {vi}i be an approximate identity for B1, we then claim that the
limit

lim
i
Pg

(
z
(
j1(vi)

))
(17.8.1)

exists for every z in C∗
red(B). In order to prove our claim, let us first check it

for z = λh(b), where h ∈ G, and b ∈ Bh. In this case, for every i, we have

Pg

(
z
(
j1(vi)

))
= Pg

(
λh(b)

(
j1(vi)

))
= Pg

(
jh(b) ⋆ j1(vi)

)
=

21 A linear map T is said to be contractive if ∥T (x)∥ ≤ ∥x∥, for all x in its domain.
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= Pg
(
jh(bvi)

)
= δg,hbvi,

where δg,h is the Kronecker symbol. Thus the limit in (17.8.1) exists and
coincides with δg,hb, by (16.9). It follows that the limit also exists for every
z in ∑

h∈G
λh(Bh) = Λ

(
κ(Cc(B))

)
,

which is clearly dense in C∗
red(B). Since the operators involved in (17.8.1) are

uniformly bounded, we conclude that the above limit indeed exists for all z
in C∗

red(B). We may thus define

Eg(z) = lim
i
Pg

(
z
(
j1(vi)

))
, ∀ z ∈ C∗

red(B),

observing that the calculation above gives Eg
(
λh(b)) = δg,hb, for all b in Bh.

Finally, notice that since ∥Pg∥ = 1, and ∥vi∥ ≤ 1, then

∥Eg(z)∥ = lim
i

∥∥∥Pg(z(j1(vi)
))∥∥∥ ≤ ∥z∥. □

The more technical aspects having been taken care of, we may now reap
the benefits:

17.9. Proposition. Let B be a Fell bundle. Then:

(i) the map κ : Cc(B) → C∗(B) is injective,

(ii) the map Λ ◦ κ : Cc(B) → C∗
red(B) is injective,

(iii) there exists a C*-seminorm on Cc(B) that is a norm,

(iv) for every g in G, the map ȷ̂g : Bg → C∗(B) is isometric,

(v) for every g in G, the map λg : Bg → C∗
red(B) is isometric,

(vi) C∗(B) is a graded C*-algebra, with grading subspaces ȷ̂g(Bg),

(vii) C∗
red(B) is a graded C*-algebra, with grading subspaces λg(Bg).

Proof. (ii) Given y ∈ Cc(B) such that Λ
(
κ(y)

)
= 0, write y =

∑
h∈G jh(yh).

Then, for every g in G, we have

0 = Eg
(
Λ(κ(y))

)
=

∑
h∈G

Eg

(
Λ
(
κ(jh(yh))

)) (17.7)
=

∑
h∈G

Eg
(
λh(yh)

) (17.8)
= yg,

hence y = 0.

(i) Follows immediately from (ii).

(iii) In view of (i), it is enough to take p(y) := ∥y∥max = ∥κ(y)∥.

(iv) Given b in any Bg, on the one hand we have that

∥ȷ̂g(b)∥ = ∥κ
(
jg(b)

)
∥ = ∥jg(b)∥max

(16.23)

≤ ∥b∥,
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and on the other

∥ȷ̂g(b)∥ ≥ ∥Λ
(
ȷ̂g(b)

)
∥ (17.7)

= ∥λg(b)∥
(17.3)

= ∥b∥.

(v) This is just (17.3). It is included here for comparison purposes only.

(vii) By (v) we have that each λg(Bg) is a closed subspace of C∗
red(B). To

show that they are independent, suppose that∑
g∈G

zg = 0,

with zg ∈ λg(Bg), the sum having only finitely many nonzero terms. For
each g, write zg = λg(yg), with yg ∈ Bg. We may then view y as an element
of Cc(B) and we have

Λ
(
κ(y)

)
=

∑
g∈G

Λ
(
κ
(
jg(yg)

))
=

∑
g∈G

λg(yg) =
∑
g∈G

zg = 0,

whence y = 0 by (ii), and consequently zg = λg(yg) = 0, for all g in G. This
shows that the λg(Bg) form an independent collection of subspaces. It is then
easy to see that ⊕

g∈G

λg(Bg) = Λ
(
κ(Cc(B))

)
, (17.9.1)

which is clearly dense in C∗
red(B). In order to check the remaining conditions

(16.2.i–ii), observe that λ is a representation by (17.4), so for all g, h ∈ G, we
have that

λg(Bg)λh(Bg) = λgh(Bgh),

and

λg(Bg)
∗ = λg−1(B∗

g ) = λg−1(Bg−1).

Point (vi) may be proved in a similar fashion and so it is left for the
reader. □

Recall from (16.28) that, given a C*-algebraic partial action of a group
G on a C*-algebra A, the crossed product A⋊G is isomorphic to the cross
sectional C*-algebra of the semi-direct product bundle. Inspired by this we
may give the following:

17.10. Definition. The reduced crossed product of a C*-algebra A by a
partial action θ of a group G, denoted A⋊redG, is the reduced cross sectional
algebra of the corresponding semi-direct product bundle.

Applying (17.9) to semi-direct product bundles we obtain:
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17.11. Corollary. Let θ be a C*-algebraic partial action of a group G on a
C*-algebra A. Then:

(i) the map κ : A⋊algG→ A⋊G is injective,

(ii) the map Λ ◦ κ : A⋊algG→ A⋊redG is injective,

(iii) there exists a C*-seminorm on A⋊algG that is a norm,

(iv) for every g in G, and all a ∈ Dg, one has that ∥aδg∥ = ∥a∥,
(v) for every g in G, and all a ∈ Dg, one has that ∥Λ(aδg)∥ = ∥a∥,

(vi) A⋊G is a graded C*-algebra, with grading subspaces Dgδg,

(vii) A⋊redG is a graded C*-algebra, with grading subspaces Λ(Dgδg).

We have already briefly indicated that the Eg of (17.8) are to be thought
of as Fourier coefficients. In fact, when the bundle in question is the group
bundle over Z, namely C × Z, then the reduced cross sectional algebra is
isomorphic to the algebra of all continuous functions on the unit circle. More-
over, for any such function f , one has that En(f) coincides with the Fourier

coefficient f̂(n).
We will now present a few results about Fell bundles which are motivated

by Fourier analysis and which emphasize further similarities between these
theories. Our first such result should be compared with the well known
fact that the matrix of a multiplication operator on L2(S1), relative to the
standard basis, is a Laurent matrix, that is, a doubly infinite matrix with
constant diagonals.

17.12. Proposition. Given z ∈ C∗
red(B), one has that⟨

jg(b), zjh(c)
⟩

= b∗Egh−1(z)c,

for all g, h ∈ G, b ∈ Bg, and c ∈ Bh.

Proof. It is clearly enough to prove the result for z =
∑
k∈G λk(yk), with

each yk ∈ Bk, the sum having only finitely many nonzero terms. In this case
we have ⟨

jg(b), zjh(c)
⟩

=
⟨
jg(b),

∑
k∈G

λk(yk)jh(c)
⟩

=

=
⟨
jg(b),

∑
k∈G

jk(yk) ⋆ jh(c)
⟩

=
⟨
jg(b),

∑
k∈G

jkh(ykc)
⟩

=

= b∗ygh−1c
(17.8)

= b∗Egh−1(z)c. □

Another well known result in Classical Harmonic Analysis states that, if
all of the Fourier coefficients of a continuous function f vanish, then f = 0.
Our next result should be considered as a generalization of this fact.
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17.13. Proposition. Given z ∈ C∗
red(B), the following are equivalent:

(i) E1(z∗z) = 0,

(ii) Eg(z) = 0, for every g in G,

(iii) z = 0.

Proof. (i) ⇒ (iii). Given b in any Bg, we have

⟨zjg(b), zjg(b)⟩ = ⟨jg(b), z∗zjg(b)⟩
(17.12)

= b∗E1(z∗z)b = 0,

whence zjg(b) = 0. Since the jg(b) span a dense subspace of ℓ2(B), we have
z = 0.

(ii) ⇒ (iii). Given b in any Bg, and c in any Bh, we have⟨
jg(b), zjh(c)

⟩
= b∗Egh−1(z)c = 0.

Since the jg(bg) span a dense subspace of ℓ2(B), we see that zjh(c) = 0. As
above, this gives z = 0.

(i) ⇐ (iii) ⇒ (ii). Obvious. □

A very important fact in Classical Harmonic Analysis is Parseval’s iden-
tity, which asserts that, for a continuous function f on the unit circle T (in
fact also for more general functions), one has that∫

T

|f(z)|2 dz =
∑
n∈Z

|f̂(n)|2.

We will now present a generalization of this to Fell bundles by seeing the
right-hand side above in terms of our version of Fourier coefficients, while the
left-hand-side is interpreted based on the fact that, in the classical case, the
integral of a function coincides with its zeroth Fourier coefficient.

We begin with a preparatory result, the second part of which is a gener-
alization of yet another important fact in Harmonic Analysis.

17.14. Lemma.

(a) Let y ∈ Cc(B), and let z =
∑
g∈G λg(yg). Then∑

g∈G
Eg(z)

∗Eg(z) = E1(z∗z).

(b) (Bessel’s inequality) For every z ∈ C∗
red(B), and for every finite subset

K ⊆ G, one has that ∑
g∈K

Eg(z)
∗Eg(z) ≤ E1(z∗z).
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Proof. Initially observe that if z is as in (a), then by (17.8) one has that
Eg(z) = yg, so the sum in (a) is actually a finite sum. We then have

E1(z∗z) = E1

( ∑
g,h∈G

λg(yg)
∗λh(yh)

)
(16.20)

= E1

( ∑
g,h∈G

λg−1h(y∗gyh)
)

(17.8)
=

=
∑
g∈G

y∗gyg =
∑
g∈G

Eg(z)
∗Eg(z),

proving (a). In order to prove (b), assume first that z is as in (a). Then it is
clear that for every finite set K ⊆ G, one has that

E1(z∗z)
(a)
=

∑
g∈G

Eg(z)
∗Eg(z) ≥

∑
g∈K

Eg(z)
∗Eg(z).

Since the set of elements z considered above is dense in C∗
red(B), and since

both the left- and the right-hand expressions above represent continuous func-
tions of the variable z, the result follows by taking limits. □

We now wish to show that the conclusion in (17.14.a) in fact holds for ev-
ery z in C∗

red(B). Evidently the sum might now have infinitely many nonzero
terms, so we need to discuss the kind of convergence to be expected. We will
see that unconditional, rather than absolute convergence is the appropriate
notion to be used here.

Recall that a series
∑
i∈I xi in a Banach space is said to be uncondition-

ally convergent with sum s if, for every ε > 0, there exists a finite set F0 ⊆ I,
such that for every finite set F ⊆ I, with F0 ⊆ F , one has that

s−
∑
i∈F

xi < ε.

This is equivalent to saying that s is the limit of the net
{∑

i∈F xi
}
F

,
indexed by the directed set formed by all finite subsets F ⊆ I, ordered by
inclusion.

17.15. Proposition. (Parseval’s identity) For every z in C∗
red(B), one has

that ∑
g∈G

Eg(z)∗Eg(z) = E1(z∗z),

where the series converges unconditionally.

Proof. Given a finite subset K ⊆ G, write K = {g1, g2, . . . , gn}, and let us
consider the mapping

EK : z ∈ C∗
red(B) 7→


Eg1(z) 0 . . . 0

Eg2(z) 0 . . . 0
...

...
. . .

...
Egn(z) 0 . . . 0

 ∈Mn

(
C∗

red(B)
)
,
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where, as usual, we are identifying each Bg as a subspace of C∗
red(B) via the

regular representation. It is evident that EK is a linear mapping, and we
claim that it is contractive. In fact, given z in C∗

red(B), we have that

∥EK(z)∥2 = ∥EK(z)∗EK(z)∥ =
∑
g∈K

Eg(z)
∗Eg(z)

(17.14.b)

≤

≤ ∥E1(z∗z)∥
(17.8)

≤ ∥z∗z∥ = ∥z∥2,

proving our claim. Given z, z0 ∈ C∗
red(B), we then have that

∥EK(z)∗EK(z) − EK(z0)∗EK(z0)∥ ≤ ∥z∥∥z − z0∥ + ∥z − z0∥∥z0∥,

from where one sees that the collection of (non-linear) functions{
EK(·)∗EK(·) : K ⊆ G, |K| <∞

}
,

is equicontinuous. Observe that each function in the above set takes values
in the (1, 1) upper left corner of our matrix algebra. Moreover, for every z in
C∗

red(B), we have that(
EK(z)∗EK(z)

)
1,1

=
∑
g∈K

Eg(z)
∗Eg(z).

By (17.14.a) we see that, as K↑G, the expression above converges to
E1(z∗z) on the dense set formed by the finite sums, as in (17.14.a). Being
equicontinuous, it therefore converges to E1(z∗z), for every z in C∗

red(B). □

Notes and remarks. The construction of the reduced cross sectional algebra
of a Fell bundle was introduced in [48] in analogy with the reduced crossed
products defined for C*-dynamical systems, and McClanahan’s reduced par-
tial crossed products [80, Section 3]. Our approach involves representations
on Hilbert modules, rather than Hilbert spaces, allowing us to focus on a
single representation at the expense of a bit more abstraction.
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18. FELL'S ABSORPTION PRINCIPLE

The classical version of Fell’s absorption principle22 [19, Theorem 2.5.5] states
that the tensor product of any unitary group representation by the left-regular
representation is weakly-contained in the left-regular representation. The
main goal of this chapter is to prove a version of this powerful principle for
Fell bundles.

In order to set up the context let us first introduce our notation for the
left regular representation of the group G: we will denote by {eg}g∈G the
canonical basis of ℓ2(G), and by λG the regular representation of G on ℓ2(G),
so that

λG

g(eh) = egh, ∀ g, h ∈ G.

Our slightly unusual choice of notation “λG”, as opposed to “λ”, is due
to a potential conflict between this and our previous notation for the regular
representation of a Fell bundle introduced in (17.4).

Given a Fell bundle
B = {Bg}g∈G

and a representation π = {πg}g∈G of B on a Hilbert space H, let us consider
another representation of B, this time on H ⊗ ℓ2(G), by putting

(πg ⊗ λG)(b) = πg(b) ⊗ λG

g , ∀ b ∈ Bg.

It is an easy exercise to check that

π ⊗ λG := {πg ⊗ λG

g}g∈G (18.1)

is indeed a *-representation of B. The integrated form of π ⊗ λG, according
to (16.29), is then a *-representation

φ : C∗(B) → L
(
H ⊗ ℓ2(G)

)
, (18.2)

satisfying
φ
(
ȷ̂g(b)

)
= πg(b) ⊗ λG

g , ∀ g ∈ G, ∀ b ∈ Bg. (18.3)

22 Apparently Fell has not attempted to generalize this for Fell bundles.
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18.4. Proposition. (Fell’s absorption principle for Fell bundles). Let π be
a representation of the Fell bundle B on a Hilbert space H. Also let φ be
the integrated form of the representation π ⊗ λG described above. Then φ
vanishes on the kernel of the regular representation Λ, and hence factors
through C∗

red(B), providing a representation ψ of the latter,

C∗(B) L
(
H ⊗ ℓ2(G)

)

C∗
red(B)

.................................................................................................. ......
....

φ

........................................................................................ .......
...Λ ..........

..........
..........
..........
..........
..........
..........
..................
..........

ψ

such that ψ ◦ Λ = φ. In addition, if π1 is faithful, then ψ is also faithful.

Proof. Consider the linear mapping F from L
(
H⊗ ℓ2(G)

)
into itself sending

each bounded operator to its diagonal relative to the decomposition

H ⊗ ℓ2(G) =
⊕
g∈G

H ⊗ eg.

To be precise,

F (T ) =
∑
g∈G

PgTPg, ∀T ∈ L
(
H ⊗ ℓ2(G)

)
,

where each Pg is the orthogonal projection onto H ⊗ eg, and the sum is
interpreted in the strong operator topology. It is a well known fact that F is
a conditional expectation23 onto the algebra of diagonal operators, which is
moreover faithful. We next claim that

F
(
φ(y)

)
= π1

(
E1

(
Λ(y)

))
⊗ 1, ∀ y ∈ C∗(B). (18.4.1)

Since both sides represent continuous linear maps on C∗(B), it is enough to
check it for y = ȷ̂g(b), where b ∈ Bg. In this case we have

F
(
φ(y)

)
= F

(
φ
(
ȷ̂g(b)

)) (18.3)
= F (πg(b) ⊗ λG

g

)
= δg,1π1(b) ⊗ 1.

In the last step above we have used the fact that(
πg(b) ⊗ λG

g

)
(H ⊗ eh) ⊆ H ⊗ egh, ∀h ∈ G,

23 A conditional expectation is a linear mapping F from a C*-algebra B onto a closed
*-subalgebra A which is positive, idempotent, contractive and an A-bimodule map. We
moreover say that F is faithful if F (b∗b) = 0 ⇒ b = 0.
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so that πg(b)⊗λG
g has zero diagonal entries when g ̸= 1, while it is a diagonal

operator when g = 1. Focusing now on the right-hand-side of (18.4.1), we
have

π1

(
E1

(
Λ(y)

))
= π1

(
E1

(
Λ(ȷ̂g(b))

)) (17.7)
= π1

(
E1

(
λg(b)

)) (17.8)
= δg,1π1(b),

hence proving (18.4.1).
Given y in C∗(B) such that Λ(y) = 0, we then have that Λ(y∗y) = 0, so

(18.4.1) gives
0 = F

(
φ(y∗y)

)
= F

(
φ(y)∗φ(y)

)
,

which implies that φ(y) = 0, since F is faithful. This proves that φ vanishes
on the kernel of Λ.

Assuming that π1 is faithful, we will prove that the kernel of Λ in fact
coincides with the kernel of φ, from where the last sentence of the statement
will follow. We have already seen above that Ker(Λ) ⊆ Ker(φ), so we need
only prove the reverse inclusion. Assuming that φ(y) = 0, we deduce from

(18.4.1) that π1

(
E1

(
Λ(y∗y)

))
= 0, and since π1 is faithful, also that

0 = E1

(
Λ(y∗y)

)
= E1

(
Λ(y)∗Λ(y)

)
.

From (17.13) we then get Λ(y) = 0, so Ker(φ) ⊆ Ker(Λ). □
Recall from [19, Section 3.3] that if A and B are C*-algebras, then the

algebraic tensor product A ⊙ B may have many different C*-norms, the
smaller of which, usually denoted by ∥·∥min, is called the minimal or spa-
tial tensor norm, while the biggest one, usually denoted by ∥·∥max, is called
the maximal norm.

Accordingly, we denote by A ⊗min B and A ⊗max B, the completions of
A ⊙ B under ∥·∥min and ∥·∥max, respectively. These are often referred to as
the minimal and maximal tensor products of A and B.

If A and B are faithfully represented on Hilbert spaces H and K, respec-
tively, then the natural representation of A⊙B on H⊗K is isometric for the
minimal norm, and this is precisely the reason why this norm is also called
the spatial norm. See [19] for a comprehensive study of tensor products of
C*-algebras.

In our next result we use the minimal tensor product to give a slightly
different, but sometimes more useful way to state Fell’s absorption principle:

18.5. Corollary. Let B = {Bg}g∈G be a Fell bundle and let π = {πg}g∈G
be a *-representation of B in a C*-algebra A. Then there is a *-homomor-
phism

ψ : C∗
red(B) → A ⊗

min
C∗

red(G),

such that
ψ
(
λg(b)

)
= πg(b) ⊗ λG

g , ∀ g ∈ G, ∀ b ∈ Bg.

Moreover, if π1 is faithful, then so is ψ.
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Proof. Supposing, without loss of generality, that A is an algebra of operators
on a Hilbert space H, we may view π as a representation of B on H. Letting
φ and ψ be as in (18.4), we have for all b in any Bg, that

ψ
(
λg(b)

)
= ψ

(
Λ(ȷ̂g(b))

)
= φ

(
ȷ̂g(b)

)
= πg(b) ⊗ λG

g ,

as required. Observing that C∗
red(G) is precisely the subalgebra of operators

on ℓ2(G) generated by the range of the left-regular representation λG, we see
from the above computation that ψ

(
λg(b)

)
lies in the spatial tensor product of

A by C∗
red(G), which, by [19, Theorem 3.3.11], is isomorphic to A⊗minC

∗
red(G).

We may then view ψ as a map from C∗
red(B) to A ⊗min C

∗
red(G), as needed.

Finally, assuming that π1 is faithful, (18.4) implies that ψ is also faithful. □
Fell’s absorption principle may be used to produce a variety of maps

simultaneously involving the full and the reduced cross-sectional C*-algebras,
such as the following:

18.6. Proposition. Given a Fell bundle B = {Bg}g∈G, there exists an
injective *-homomorphism

τ : C∗
red(B) → C∗(B) ⊗

min
C∗

red(G),

such that
τ
(
λg(b)

)
= ȷ̂g(b) ⊗ λG

g , ∀ g ∈ G, ∀ b ∈ Bg.

Proof. Apply (18.5) to π = ȷ̂. □
A similar result is as follows:

18.7. Proposition. Given a Fell bundle B = {Bg}g∈G, there exists an
injective *-homomorphism

σ : C∗
red(B) → C∗

red(B) ⊗
min

C∗
red(G),

such that
σ
(
λg(b)

)
= λg(b) ⊗ λG

g , ∀ g ∈ G, ∀ b ∈ Bg.

Proof. Apply (18.5) to π = λ. □
A very interesting question arises when one replaces the minimal tensor

product by the maximal one in (18.7). To be precise, given a Fell bundle
B = {Bg}g∈G, for each g in G, consider the mapping

µg : Bg → C∗
red(B) ⊗

max
C∗

red(G),

given by
µg(b) = λg(b) ⊗ λG

g , ∀ b ∈ Bg.
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It is easy to see that µ = {µg}g∈G is a *-representation of B, the inte-
grated form of which is then a *-homomorphism

S : C∗(B) → C∗
red(B) ⊗

max
C∗

red(G), (18.8)

satisfying
S(ȷ̂g

(
b)
)

= λg(b) ⊗ λG

g , ∀ b ∈ Bg.

Observe that the right-hand side of the above expression is identical
to the expression defining σ in (18.7), although there we used the minimal
tensor product, while here we are using the maximal one. In any case, since
the above formula for S involves not one, but two regular representations,
one is left wandering whether or not it factors through the reduced cross-
sectional algebra. The answer is a bit surprising: we will prove below that S
is injective!

18.9. Proposition. Given any Fell bundle B = {Bg}g∈G, there exists an
injective *-homomorphism

S : C∗(B) → C∗
red(B) ⊗

max
C∗

red(G),

such that
S(ȷ̂g

(
b)
)

= λg(b) ⊗ λG

g , ∀ b ∈ Bg.

Proof. The proof will of course consist in verifying that the map S introduced
in (18.8) is injective. Choose a faithful representation ρ of C∗(B) on a Hilbert
space H, and apply (18.5) to ρ ◦ ȷ̂, obtaining a faithful representation

ψ : C∗
red(B) → L(H) ⊗

min
C∗

red(G) ⊆ L
(
H ⊗ ℓ2(G)

)
,

such that
ψ(λg(b)) = ρ(ȷ̂g(b)) ⊗ λG

g , ∀ b ∈ Bg. (18.9.1)

Let rG be the right regular representation of G on ℓ2(G), given on the
standard orthonormal basis {eg}g∈G of ℓ2(G) by

rG

g (eh) = ehg−1 , ∀ g, h ∈ G.

We claim that there exist a *-representation

r̃G : C∗
red(G) → L

(
H ⊗ ℓ2(G)

)
,

such that
r̃G(λG

g) = 1 ⊗ rG

g , ∀ g ∈ G.

To see this, consider the unitary operator U on H ⊗ ℓ2(G) given by

U(ξ ⊗ eg) = ξ ⊗ eg−1 , ∀ ξ ∈ H, ∀ g ∈ G.
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Then, for every g, h ∈ G, and ξ ∈ H, we have

U∗(1 ⊗ λG

g)U(ξ ⊗ eh) = U∗(id⊗ λG

g)(ξ ⊗ eh−1) = U∗(ξ ⊗ egh−1) =

= ξ ⊗ ehg−1 = (1 ⊗ rG

g )(ξ ⊗ eh),

so U∗(1 ⊗ λG
g)U = 1 ⊗ rG

g , for all g in G, and the desired representation may
then be defined by

r̃G(x) = U∗(1 ⊗ x)U, ∀x ∈ C∗
red(G).

It is easy to see that the range of ψ commutes with the range of r̃G, so
by the universal property of the maximal norm [19, Theorem 3.3.7], we get a
representation

ψ × r̃G : C∗
red(B) ⊗

max
C∗

red(G) → L
(
H ⊗ ℓ2(G)

)
,

such that

(ψ × r̃G)(x⊗ y) = ψ(x)r̃G(y), ∀x ∈ C∗
red(B), ∀ y ∈ C∗

red(G).

Consider the map φ defined to be the composition

φ : C∗(B)
S−→ C∗

red(B) ⊗
max

C∗
red(G)

ψ×r̃G
−→ L

(
H ⊗ ℓ2(G)

)
,

and observe that, for b in any Bg, we have that

φ
(
ȷ̂g(b)

)
= (ψ × r̃G)

(
S
(
ȷ̂g(b)

))
= (ψ × r̃G)

(
λg(b) ⊗ λG

g

) (18.9.1)
=

=
(
ρ
(
ȷ̂g(b)

)
⊗ λG

g

)
(1 ⊗ rG

g ) = ρ
(
ȷ̂g(b)

)
⊗ λG

gr
G

g .

Notice that the above operator, when applied to a vector of the form ξ ⊗ e1,
with ξ ∈ H, produces

φ
(
ȷ̂g(b)

)
ξ⊗e1

= ρ
(
ȷ̂g(b)

)
ξ ⊗ e1.

Since the ȷ̂g(b) span a dense subset of C∗(B), we conclude that

φ
(
y
)
ξ⊗e1

= ρ
(
y
)
ξ ⊗ e1, ∀ y ∈ C∗(B), ∀ ξ ∈ H.

Therefore, assuming that S(y) = 0, for some y in C∗(B), we also have
φ(y) = 0, whence ρ(y)ξ = 0, for all ξ in H, so ρ(y) = 0. Since ρ was sup-
posed to be injective on C∗(B), we deduce that y = 0. This proves that S
is injective. □

Notes and remarks. Proposition (18.9) first appeared in [7, Theorem 6.2]. It
is based on an idea verbally suggested to me by Eberhard Kirchberg at the
CRM in Barcelona, in 2011.
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19. GRADED C*-ALGEBRAS

We have seen in (17.9.vi&vii) that a Fell bundle B gives rise to two graded
C*-algebras, namely

C∗(B), and C∗
red(B).

It is not hard to see that the Fell bundles obtained by disassembling these
two algebras, as in (16.3), are both isomorphic to the original Fell bundle B.
Since there are situations in which C∗(B) and C∗

red(B) are not isomorphic24,
we see that the correspondence between Fell bundles and graded C*-algebras
is not a perfect one. The goal of this chapter is thus to study this rather
delicate relationship.

Given a graded C*-algebra B with associated Fell bundle B = {Bg}g∈G,
by (16.29) we see that there is a unique C*-algebra epimorphism

φ : C∗(B) → B,

which is the identity on each Bg (identified both with a subspace of C∗(B)
and of B in the natural way). This says that C∗(B) is, in a sense, the biggest
C*-algebra whose associated Fell bundle is B. Our next result will show that
the reduced cross sectional algebra is on the other extreme of the range. It
is also a very economical way to show a C*-algebra to be graded.

19.1. Theorem. Let B be a C*-algebra and assume that for each g in a
group G, there is associated a closed linear subspace Bg ⊆ B such that, for
all g and h in G, one has

(i) BgBh ⊆ Bgh,

(ii) B∗
g = Bg−1 ,

(iii)
∑
g∈GBg is dense in B.

Assume, in addition, that there is a bounded linear map

F : B → B1,

24 An example is the group bundle over a non-amenable group.
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such that F is the identity map on B1, and that F vanishes on each Bg, for
g ̸= 1. Then

(a) The Bg are independent and hence {Bg}g∈G is a grading for B.

(b) F is a conditional expectation onto B1.

(c) If B denotes the associated Fell bundle, then there exists a C*-algebra
epimorphism

ψ : B → C∗
red(B),

such that ψ(b) = λg(b), for each g in G, and each b in Bg.

Proof. If x =
∑
g∈G bg is a finite sum25 with bg ∈ Bg, then

x∗x =
∑

g,h∈G
b∗gbh =

∑
k∈G

( ∑
g∈G

b∗gbgk

)
.

Observing that b∗gbgk lies in Bk, we see that

F (x∗x) =
∑
g∈G

b∗gbg.

Therefore, if x = 0, then each bg = 0, which shows the independence of the
Bg’s. This also shows that F is positive.

Given a in B1, it is easy to see that

F (ax) = aF (x), and F (xa) = F (x)a, ∀x ∈ B,

by first checking on finite sums, as above. So, apart from contractivity, (b)
is proven.

Define a right pre-Hilbert B1-module structure on B via the B1-valued
inner product

⟨x, y⟩ = F (x∗y), ∀x, y ∈ B.

For b, x ∈ B, using the positivity of F , we have that

⟨bx, bx⟩ = F (x∗b∗bx) ≤ ∥b∥2F (x∗x) = ∥b∥2⟨x, x⟩.

So, the left multiplication operators

Lb : x ∈ B 7→ bx ∈ B

are bounded and hence extend to the completion X of B (after moding out
vectors of norm zero). It is then easy to show that

L : b ∈ B 7→ Lb ∈ L (X)

25 By finite sum we actually mean that the set of indices g, for which bg ̸= 0, is finite.



156 partial dynamical systems and fell bundles

is a C*-algebra homomorphism. Let

x =
∑
g∈G

bg, and y =
∑
g∈G

cg

be finite sums with bg, cg ∈ Bg, and regard both x and y as elements of X.
We then have

⟨x, y⟩ = F
( ∑
g,h∈G

b∗gch

)
=

∑
g∈G

b∗gcg =
⟨ ∑
g∈G

jg(bg),
∑
g∈G

jg(cg)
⟩
,

where the last inner product is that of ℓ2(B). This is the key ingredient in
showing that the formula

U
( ∑
g∈G

bg

)
=

∑
g∈G

jg(bg)

may be used to define an isometry of Hilbert B1-modules

U : X → ℓ2(B).

Here it is important to remark that the continuity of F ensures that the set
of finite sums

∑
g∈G bg is not only dense in B but also in X. For b in Bg and

c in Bh we have

ULb(c) = U(bc) = jgh(bc) = jg(b) ⋆ jh(c) = λg(b)jh(c) = λg(b)U(c).

Since the finite sums
∑
h∈G ch are dense in X, as observed above, we conclude

that
ULbU

∗ = λg(b).

This implies that, for all b in any Bg, the operator ULbU
∗ belongs to C∗

red(B),
and hence the same holds for an arbitrary b in B. This defines a map

ψ : b ∈ B 7→ ULbU
∗ ∈ C∗

red(B),

which satisfies the requirements in (c).
The only remaining task, the proof of the contractivity of F , now follows

easily because F = E1 ◦ ψ, where E1 is given by (17.8). □
The map ψ, above, should be thought of as a generalized regular repre-

sentation of B.
From now on we will be mostly interested in graded algebras possessing

a conditional expectation, so we make the following:

19.2. Definition. A C*-grading {Bg}g∈G on the C*-algebra B is said to be
a topological grading if there exists a (necessarily unique) conditional expec-
tation of B onto B1, vanishing on all Bg, for g ̸= 1, as in (19.1).
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19.3. Proposition. If B is a Fell bundle, then both C∗(B) and C∗
red(B)

are topologically graded C*-algebras.

Proof. With respect to C∗
red(B), notice that the mapping E1 : C∗

red(B) → B1

given by (17.8) is a conditional expectation by (19.1), clearly satisfying all of
the required conditions.

The statement for C∗(B) follows immediately by taking the conditional
expectation

C∗(B)
Λ−→ C∗

red(B)
E1

−→ B1. □

Not all graded C*-algebras are topologically graded, as the following
example shows: suppose that X is a closed subset of the unit circle T, and
let z be the standard generator of the algebra C(X), namely the inclusion
function X ↪→ C. Letting

Bn = Czn, ∀n ∈ Z,

it is easy to see that BnBm ⊆ Bn+m, and B∗
n = B−n. In order to decide

whether or not the Bn are linearly independent subspaces of C(X), suppose
that a finite sum

∑
n∈Z bn = 0, where each bn ∈ Bn. Write bn = anz

n, for
some scalar an, so that ∑

n∈Z
bn =

∑
n∈Z

anz
n =: p,

which is to say that p is a trigonometric polynomial. The condition that we
need, namely

p = 0 ⇒ (∀n ∈ Z, an = 0)

does not always hold, as X could be contained in the set of roots of p, but
if we assume that X is infinite, the above implication is clearly true. In this
case the Bn are linearly independent and so {Bn}n∈Z is a grading for C(X).

We claim that when X is a proper infinite subset of T, we do not have
a topological grading. To see this, assume the contrary, which is to say that
there exists a continuous conditional expectation F : C(X) → C, such that

F
( ∑
n∈Z

anz
n
)

= a0,

for every trigonometric polynomial
∑
n∈Z anz

n. Equivalently

F
(
p
X

)
=

1

2π

∫ 2π

0

p(eit) dt, (19.4)

for every trigonometric polynomial p, but since these are dense in C(T), the
above integral formula holds for every p in C(T).
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Since we are assuming that X is not the whole of T, we may use Tietze’s
extension Theorem to obtain a nonzero, positive p ∈ C(T), vanishing on X.
Plugging p into (19.4) will then bring about a contradiction, thus proving
that our grading does not admit a conditional expectation.

Recalling our discussion about C∗(B) being the biggest graded algebra
for a given Fell bundle, we now see that C∗

red(B) is the smallest such, at least
among topologically graded algebras.

Summarizing we obtain the following important consequence of (19.1.c)
and the remark preceding the statement of (19.1):

19.5. Theorem. Let B be a topologically graded C*-algebra with grading
B = {Bg}g∈G. Then there exists a commutative diagram of surjective *-
homomorphism:

C∗(B) C∗
red(B)

B

.................................................................................................. ......
....

Λ

........................................................................................ .......
...

φ
..........
..........
..........
..........
..........
..........
..........
..................
..........

ψ

Another important consequence of (19.1) is the existence of Fourier co-
efficients in topologically graded algebras as follows:

19.6. Corollary. Let B be a topologically graded C*-algebra with grading
{Bg}g∈G. Then, for every g in G, there exists a contractive linear map

Fg : B → Bg,

such that, for all finite sums x =
∑
g∈G bg, with bg ∈ Bg, one has Fg(x) = bg.

Moreover, given h ∈ G, and b ∈ Bh, one has that

Fg(bx) = bFh−1g(x), and Fg(xb) = Fgh−1(x)b,

for any x in B.

Proof. For the existence it is enough to define Fg = Eg ◦ψ, where Eg is as in
(17.8), and ψ is given by (19.1.c). In order to prove the last two identities,
one easily checks them for finite sums of the form x =

∑
k∈G bk, with bk ∈ Bk,

and the result then follows by density of the set formed by such elements. □

A measure of how much bigger a graded C*-algebra is, relative to the
corresponding reduced cross sectional algebra, is evidently the null space of
the regular representation. The next result gives a characterization of this
null space.
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19.7. Proposition. Given a topologically graded C*-algebra B with con-
ditional expectation F , let ψ be its regular representation, as in (19.1.c).
Then

Ker(ψ) = {b ∈ B : F (b∗b) = 0}.

Proof. Observing that F = E1 ◦ ψ, we have

F (b∗b) = E(ψ(b)∗ψ(b)),

from where we see that F (b∗b) = 0, if and only if ψ(b) = 0, by (17.13). □
This can be employed to give a useful characterization of C∗

red(B) among
graded algebras:

19.8. Proposition. Suppose we are given a topologically graded C*-alge-
bra B with grading B = {Bg}g∈G, and conditional expectation F . If F is
faithful, in the sense that

F (b∗b) = 0 ⇒ b = 0, ∀ b ∈ B,

then B is canonically isomorphic to C∗
red(B).

Proof. The regular representation ψ of (19.1.c) will be an isomorphism by
(19.7). □

Notes and remarks. Theorems (19.1) and (19.5) were first proved in [48].
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20. AMENABILITY FOR FELL BUNDLES

Theorem (19.5) tells us that the topologically graded C*-algebras whose as-
sociated Fell bundles coincide with a given Fell bundle B are to be found
among the quotients of C∗(B) by ideals contained in the kernel of the regu-
lar representation Λ.

It is therefore crucial to understand the kernel of Λ and, in particular,
to determine conditions under which Λ is injective. In the case of the group
bundle over G, it is well known that the injectivity of Λ is equivalent to the
amenability of G.

In this chapter we will extend to Fell bundles some of the techniques
pertaining the the theory of amenable groups, including the important notion
of amenability of group actions introduced by Anantharaman-Delaroche [6].
We begin with some terminology.

20.1. Definition. A Fell bundle B is said to be amenable if the regular
representation

Λ : C∗(B) → C∗
red(B)

is injective.

Amenability, when applied to the context of groups, may be characterized
by a large number of equivalent conditions [64], such as the equality of the full
and reduced group C*-algebras [87, Theorem 7.3.9]. Many of these conditions
may be rephrased for Fell bundles although they are not always known to
be equivalent. One therefore has many possibly inequivalent choices when
defining the term amenable in the context of Fell bundles. Definition (20.1)
is just one among many alternatives.

An immediate consequence of (19.5) is:

20.2. Proposition. Let B be an amenable Fell bundle. Then all topologi-
cally graded C*-algebras whose associated Fell bundles coincide with B are
isomorphic to each other.

The next technical result is intended to pave the way for the introduction
of sufficient conditions for the amenability of a given Fell bundle. The idea is
to produce wrong way maps which will later be used to prove the injectivity
of Λ.
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20.3. Lemma. Let B = {Bg}g∈G be a Fell bundle. Given a finitely sup-
ported function a : G→ B1, the formula

V (z) =
∑

g,h∈G
ȷ̂g
(
a(gh)∗Eg(z)a(h)

)
, ∀ z ∈ C∗

red(B), (20.3.1)

gives a well defined completely positive linear map from C∗
red(B) to C∗(B),

such that
∥V ∥ ≤

∑
g∈G

a(g)∗a(g) .

Identifying each Bg as a subspace of C∗
red(B) or C∗(B), as appropriate, one

moreover has
V (b) =

∑
h∈G

a(gh)∗ba(h), ∀ b ∈ Bg.

Proof. Let
ρ : C∗(B) → L(H)

be any faithful *-representation of C∗(B) on a Hilbert space H. For each g
in G, let πg = ρ ◦ ȷ̂g, so that π = {πg}g∈G is a *-representation of B on H.
Consider the representation π ⊗ λG of B on H ⊗ ℓ2(G) described in (18.1),
and let

φ : C∗(B) → L
(
H ⊗ ℓ2(G)

)
be the integrated form of π ⊗ λG. By (18.4), we have that φ vanishes on
Ker(Λ), so it factors through C∗

red(B), giving a *-homomorphism ψ such that
the diagram

C∗(B) L
(
H ⊗ ℓ2(G)

)

C∗
red(B)

.................................................................................................. ......
....

φ

........................................................................................ .......
...Λ

..........
..........
..........
..........
..........
..........
..........
..................
..........

ψ

commutes. We next consider the operator

A : H → H ⊗ ℓ2(G)

given by
A(ξ) =

∑
g∈G

α(g)ξ ⊗ eg, ∀ ξ ∈ H,

where α(g) = π1
(
a(g)

)
. In order to compute the norm of A, let ξ ∈ H. Then

∥A(ξ)∥2 =
∑
g∈G

∥α(g)ξ∥2 =
∑
g∈G

⟨α(g)∗α(g)ξ, ξ⟩ =
⟨ ∑
g∈G

α(g)∗α(g)ξ, ξ
⟩
≤

≤
∑
g∈G

α(g)∗α(g) ∥ξ∥2,
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from where we deduce that

∥A∥ ≤
∑
g∈G

α(g)∗α(g) 1/2 ≤
∑
g∈G

a(g)∗a(g) 1/2. (20.3.2)

Considering the completely positive map

W : T ∈ L
(
H ⊗ ℓ2(G)

)
7−→ A∗TA ∈ L(H),

observe that for b in any Bg, and every ξ in H, one has

W
(
πg(b) ⊗ λG

g

)
ξ = A∗(πg(b) ⊗ λG

g

)( ∑
h∈G

α(h)ξ ⊗ eh

)
=

= A∗
( ∑
h∈G

πg(b)α(h)ξ ⊗ egh

)
=

∑
h∈G

α(gh)∗πg(b)α(h)ξ,

where we have used the fact that A∗(η⊗ ek) = α(k)∗η, which the reader will
have no difficulty in proving. Summarizing, we have that

W
(
πg(b) ⊗ λG

g

)
=

∑
h∈G

α(gh)∗πg(b)α(h).

If we then define V to be the composition

V : C∗
red(B)

ψ
→ L

(
H ⊗ ℓ2(G)

) W−→ L(H),

we have for b in any Bg that

V
(
λg(b)

)
= W

(
ψ(λg(b))

)
= W

(
φ(ȷ̂g(b))

) (16.29)
= W

(
πg(b) ⊗ λG

g

)
=

=
∑
h∈G

α(gh)∗πg(b)α(h) = ρ
( ∑
h∈G

ȷ̂g
(
a(gh)∗ba(h)

))
.

Recalling that C∗
red(B) is generated by the λg(Bg), we see that the range

of V is contained in the range of ρ, which is isomorphic to C∗(B), since we
have chosen ρ to be faithful. Identifying C∗(B) with its image under ρ, we
may then view V as a map

V : C∗
red(B) → C∗(B),

such that
V
(
λg(b)

)
=

∑
h∈G

ȷ̂g
(
a(gh)∗ba(h)

)
, ∀ b ∈ Bg. (20.3.3)

Observe that, with the appropriate identifications

Bg ≃ λg(Bg) ⊆ C∗
red(B), and Bg ≃ ȷ̂g(Bg) ⊆ C∗(B),
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we have therefore proven the last identity in the statement. For a finite sum

z =
∑
g∈G

λg(bg),

with each bg in Bg, we then have by (20.3.3) that

V (z) =
∑
g∈G

V
(
λg(bg)

)
=

∑
g,h∈G

ȷ̂g
(
a(gh)∗bga(h)

)
=

=
∑

g,h∈G
ȷ̂g
(
a(gh)∗Eg(z)a(h)

)
,

proving (20.3.1) for all z of the above form. Observe that if (g, h) is a pair
of group elements for which the corresponding term in the last sum above is
nonzero, then both h and gh must lie in the finite support of a, which we
henceforth denoted by A. For each such pair we then have

g = (gh)h−1 ∈ AA−1,

so
(g, h) ∈ AA−1 ×A.

Consequently the sum in (20.3.1) is finite, hence representing a continuous
function of z. Since the set of z’s considered above is dense, (20.3.1) is proven.

In order to estimate the norm of V we have

∥V ∥ ≤ ∥W∥ ≤ ∥A∥2
(20.3.2)

≤
∑
g∈G

a(g)∗a(g) ,

as desired. □
This puts us in position to describe an important concept.

20.4. Definition. Let B = {Bg}g∈G be a Fell bundle. By a Cesaro net for
B we mean a net {ai}i∈I of finitely supported functions

ai : G→ B1,

such that

(i) sup
i∈I

∑
g∈G

ai(g)∗ai(g) <∞,

(ii) lim
i→∞

∑
h∈G

ai(gh)∗bai(h) = b, for all b in each Bg.

If a Cesaro net exists, we will say that B has the approximation property.

Sometimes one might have difficulty in checking (20.4.ii) for every single
b in Bg, so the following might come in handy:



164 partial dynamical systems and fell bundles

20.5. Proposition. Let B = {Bg}g∈G be a Fell bundle and let {ai}i∈I be a
Cesaro net for B, except that (20.4.ii) is only known to hold for b in a total26

subset of each Bg. Then (20.4.ii) does hold for all b in Bg. Consequently
{ai}i∈I is a Cesaro net and B has the approximation property.

Proof. For each i in I, and each g in G, consider the map

Ti : b ∈ Bg 7→
∑
h∈G

ai(gh)∗bai(h) ∈ Bg.

By hypothesis we have that the Ti converge to the identity map of Bg, point-
wise on a dense set. To get the conclusion it is then enough to establish that
the Ti are uniformly bounded.

Letting Vi be the map provided by (20.3) in terms of ai, notice that T
may be seen as a restriction of Vi, onceBg is identified with λg(Bg) ⊆ C∗

red(B),
and with ȷ̂g(Bg) ⊆ C∗(B). Since these are isometric copies of Bg by (17.9.iv–
v), we deduce that ∥Ti∥ ≤ ∥Vi∥, from where the desired uniform boundedness
follows, hence concluding the proof. □

The relationship between the approximation property and the amenabi-
lity of Fell bundles is the main result of this chapter:

20.6. Theorem. If a Fell bundle B has the approximation property, then
it is amenable.

Proof. Given a Cesaro net {ai}i∈I as in (20.4), let us consider, for each i in
I, the map

Vi : C∗
red(B) → C∗(B)

provided by (20.3), relative to ai. Define a map Φi from C∗(B) to itself to
be the composition Φi = Vi ◦ Λ, and observe that, by hypothesis we have

lim
i→∞

Φi(b) = b,

for every b in each Bg. Because the b’s span a dense subspace of C∗(B), and
because the Φi’s are uniformly bounded, we conclude that limi→∞ Φi(y) = y,
for every y in C∗(B).

Now, if y is in the kernel of the regular representation, that is, if y is in
C∗(B) and Λ(y) = 0, then

y = lim
i→∞

Φi(y) = lim
i→∞

Vi(Λ(y)) = 0,

which proves that Λ is injective. □
A somewhat trivial example of this situation is that of bundles over

amenable groups.

26 A total set in a normed space is a set spanning a dense subspace.
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20.7. Theorem. Let B be a Fell bundle over the amenable group G. Then
B satisfies the approximation property and hence is amenable.

Proof. According to [87, 7.3.8], there exists a net {fi}i∈I in the unit sphere
of ℓ2(G) such that

lim
i→∞

∑
h∈G

fi(gh)fi(h) = 1, ∀ g ∈ G.

By truncating the fi to larger and larger subsets of G we may assume them
to be finitely supported. Letting {uj}j∈J be an approximate identity for B1,
one checks that the doubly indexed net

{ai,j}(i,j)∈I×J

defined by ai,j(g) = fi(g)uj is a Cesaro net for B. □
There is another proof that B is amenable when G is amenable based

on Fell’s absorption principle, as follows: if G is amenable then the trivial
representation is weakly contained in the left-regular representation, which
means that there is a *-homomorphism

ε : C∗
red(G) → C

such that ε(λG
g) = 1, for all g in G. Taking into account that C∗

red(G) is
nuclear, and using the map τ given by (18.6), one has that the map φ defined
by the composition

φ : C∗
red(B)

τ→ C∗(B) ⊗
min

C∗
red(G) ≃ C∗(B) ⊗

max
C∗

red(G)
id⊗ε
−→ C∗(B)

satisfies
φ
(
λg(b)

)
= ȷ̂g(b), ∀ g ∈ G, ∀ b ∈ Bg,

whence φ ◦ Λ is the identity of C∗(B), and hence Λ is injective.

One of the major questions we are usually confronted with in Classical
Harmonic Analysis is whether or not a function on the unit circle may be
reconstructed from its Fourier coefficients. The same question may be stated
for any topologically graded algebra:

20.8. Question. Let B be a topologically graded C*-algebra and let Fg be
the Fourier coefficient operators given by (19.6). Given an element x in B,
can we reconstruct x if we are given the value of Fg(x) for every g in G?

There are two possible interpretations of this question, depending on
what one means by to reconstruct . On the one hand, (17.13) implies that
if x and y are two elements of C∗

red(B) having the same Fourier coefficients,
then x = y. This means that there is at most one x in C∗

red(B) with a given
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Fourier transform, but it gives us no algorithm to actually produce such an
x. Of course, if x is a finite sum as in (19.6), then we see that

x =
∑
g∈G

Fg(x),

the sum having only finitely many nonzero terms. Any attempt at generaliz-
ing this beyond the easy case of finite sums will necessarily require a careful
analysis of the convergence of the above series. The fact that, over the group
bundle C × Z, this reduces to the usual question of convergence of Fourier
series, is a stark warning that question (20.8) does not have a straightforward
answer.

In the classical case of functions on the unit circle, the lack of convergence
of Fourier series is circumvented by Cesaro sums, an analogue of which we
shall now discuss.

20.9. Definition. Let B be a topologically graded C*-algebra with grading
{Bg}g∈G, and let Fg be the Fourier coefficient operators given by (19.6). A
bounded linear map S : B → B, is said to be a summation process if,

(i) S ◦ Fg = 0, for all but finitely many g ∈ G,

(ii) S(x) =
∑
g∈G S(Fg(x)), for all x in B.

For example, choosing a finite subset K ⊆ G, one obtains a summation
process by defining

S(x) =
∑
g∈K

Fg(x), ∀x ∈ B.

The following result answers question (20.8) in the affirmative for Fell
bundles possessing the approximation property:

20.10. Proposition. Suppose that we are given a topologically graded C*-
algebra B whose grading B = {Bg}g∈G admits a Cesaro net {ai}i∈I (and
hence satisfies the approximation property). Then the maps Si : B → B,
given by

Si(x) =
∑

g,h∈G
ai(gh)∗Fg(x)ai(h), ∀x ∈ B,

form a bounded net {Si}i∈I of completely positive summation processes con-
verging pointwise to the identity map of B.

Proof. Since B is amenable we may invoke (20.2) to assume without loss of
generality that B = C∗

red(B). By (20.3) we have that the Si indeed form a well
defined uniformly bounded net of completely positive linear maps. Moreover,
as in the proof of (20.6), one checks that the Si converge pointwise to the
identity map.

We will now prove that the Si are summation processes. With respect
to (20.9.i), suppose that Si ◦ Fg ̸= 0. Then there is some b ∈ Bg, such that

0 ̸= Si(b) =
∑
h∈G

ai(gh)∗bai(h).
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In particular there must be at least one h for which both ai(gh) and ai(h) are
nonzero. If A is the support of ai, then this implies that gh, h ∈ A, whence

g = (gh)h−1 ∈ AA−1.

Thus Si ◦ Fg = 0, for all g not belonging to the finite set AA−1, proving
(20.9.i).

If x is a finite sum x =
∑
g∈G bg, with each bg in Bg, then clearly

x =
∑
g∈G

Fg(x).

This implies (20.9.ii) for such an x and hence also for all x in B, by continuity
of both sides of (20.9.ii), now that we know that the sum involved is finite. □

Given a C*-algebraic partial dynamical system

θ =
(
A, G, {Dg}g∈G, {θg}g∈G

)
we may consider the associated semi-direct product bundle B, and we could
try to determine conditions on θ which would say that B satisfies the approxi-
mation property. Unraveling the definition of the approximation property for
the special case of semi-direct product bundles, the condition is the existence
of a net {ai}i∈I of finitely supported functions

ai : G→ A,

which is bounded in the sense that

sup
i∈I

∑
g∈G

ai(g)∗ai(g) <∞,

and such that

lim
i→∞

∑
h∈G

ai(gh)∗θg
(
cai(h)

)
= θg(c), ∀ c ∈ Dg−1 .

One arrives at this by simply plugging b = θg(c)δg in (20.4.ii), where c is in
Dg−1 .

In [107] Zimmer introduced a notion of amenability of global group ac-
tions on measure spaces (see also [106]), which was later adapted by Anan-
tharaman-Delaroche [6] to actions on C*-algebras. A slightly different version
of this concept, taken from [19, Definition 4.3.1], is as follows:
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20.11. Definition. Let β be a global action of a discrete group G on a
unital C*-algebra A. Then β is said to be an amenable action if there exists
a sequence {Ti}i∈N of finitely supported functions

Ti : G→ Z(A),

where Z(A) stands for the center of A, such that

(i) Ti(g) ≥ 0, for all i ∈ N, and all g ∈ G,

(ii)
∑
g∈G Ti(g)2 = 1,

(iii) limi→∞ ∥Ti − T gi ∥2 = 0, for all g in G, where

T gi (h) = βg
(
Ti(g

−1h)
)
, ∀h ∈ G,

and ∥T∥2 is defined for all finitely supported functions T : G→ A by

∥T∥2 =
∑
g∈G

T (g)∗T (g)
1
2 .

We would now like to relate the above notion with the approximation
property for Fell bundles.

20.12. Proposition. Let β be a global amenable action of a group G on a
unital C*-algebra A. Then the corresponding semi-direct product bundle has
the approximation property.

Proof. Let B = {Bg}g∈G be the semi-direct product bundle for β, so that
each Bg = Aδg. As usual we will identify B1 with A in the obvious way.

Choosing {Ti}i∈N as in (20.11), let us consider each Ti as a B1-valued
function, and let us prove that {Ti}i∈N satisfies the conditions of (20.4).

Observing that (20.4.i) follows immediately from (20.11.ii), we concen-
trate our efforts on proving (20.4.ii). For this, choose any element b in any
Bg, so that necessarily b = cδg, for some c in A. Then∑

h∈G
Ti(gh)∗bTi(h) =

∑
h∈G

Ti(gh)cδgTi(h) =
∑
h∈G

Ti(gh)cβg
(
Ti(h)

)
δg =

=
∑
k∈G

Ti(k)βg
(
Ti(g

−1k)
)

=
∑
k∈G

Ti(k)T gi (k) b
i→∞−→ b,

where the last step follows from [19, Lemma 4.3.2]. This verifies (20.4.ii), so
the proof is concluded. □

We would now like to point out a couple of results from [50], whose proofs
are perhaps a bit too long to be included here, so we shall restrict ourselves
to giving their statements. The following is taken from [50, Theorems 4.1 &
6.3]:
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20.13. Theorem. Let G be any set and let F be the free group on G, equip-
ped with the usual length function.

(i) Given a semi-saturated *-partial representation u of F in a C*-algebra
A, which is also orthogonal, in the sense that

u∗guh = 0,

for any two distinct g, h ∈ G, then the associated Fell bundle Bu, in-
troduced in (16.7), satisfies the approximation property and hence is
amenable.

(ii) Given a semi-saturated Fell bundle B = {Bg}g∈G over F, which is also
orthogonal, in the sense that

B∗
gBh = {0},

for any two distinct g, h ∈ G, then B is amenable.

Notes and remarks. The definition of the approximation property given in
(20.4) is inspired by the equivalent conditions of [6, Théorème 3.3]. The
question of whether the converse of Theorem (20.6) holds is a most delicate
one. In the special case when B is the semi-direct product bundle relative
to a global action of an exact group on an abelian C*-algebra, a converse of
Theorem (20.6) has been proven in [79]. Another open question of interest is
whether (20.12) admits a converse.
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21. FUNCTORIALITY FOR FELL BUNDLES

So far we have been studying individual Fell bundles, but we may also see
them as objects of a category. To do so we will introduce a notion of morphism
between Fell bundles as well as the notion of a Fell sub-bundle.

One of the most disturbing questions we will face is whether or not
the cross sectional algebra of a Fell sub-bundle is a subalgebra of the cross
sectional algebra of the ambient Fell bundle. Strange as it might seem, the
natural map between these algebras is not always injective! Attempting to
dodge this anomaly we will see that under special hypothesis (heredity or
the existence of a conditional expectation) sub-bundles lead to bona fide
subalgebras.

21.1. Definition. Given Fell bundles A = {Ag}g∈G and B = {Bg}g∈G, a
morphism from A to B is a collection φ = {φg}g∈G of linear maps

φg : Ag → Bg,

such that

(i) φg(a)φh(b) = φgh(ab), and

(ii) φg(a)∗ = φg−1(a∗),

for all g and h in G, and for all a in Ag and b in Ah.

Observe that if φ is as above then φ1 is evidently a *-homomorphism
from A1 to B1, hence φ1 is necessarily continuous. Also, given a in any Ag,
we have that

∥φg(a)∥2 = ∥φg(a)∗φg(a)∥ = ∥φg−1(a∗)φg(a)∥ =

= ∥φ1(a∗a)∥ ≤ ∥a∗a∥ = ∥a∥2,
so indeed all of the φg are necessarily continuous.

If every φg is bijective, it is easy to see that

φ−1 := {φ−1
g }g∈G

is also a morphism. In this case we say that φ is an isomorphism. If an
isomorphism exists between the Fell bundles A and B, we say that A and
B are isomorphic Fell bundles.

Morphisms between Fell bundles lead to *-homomorphisms between the
corresponding cross sectional C*-algebras as we will now show.
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21.2. Proposition. Let φ = {φg}g∈G be a morphism from the Fell bundle
A = {Ag}g∈G to the Fell bundle B = {Bg}g∈G. Then there exists a unique
*-homomorphism

φ : C∗(A ) → C∗(B),

(denoted by φ by abuse of language) such that

φ
(
ȷ̂Ag (a)

)
= ȷ̂Bg

(
φg(a)

)
,

for all a in any Ag, where we denote by ȷ̂
A and ȷ̂B the universal representations

of A and B, respectively.

Proof. For each g in G, consider the composition

πg : Ag
φg

−→ Bg
ȷ̂Bg
−→ C∗(B).

It is then routine to check that π = {πg}g∈G is a *-representation of A in
C∗(B), so the result follows from (16.29). □

As above, we will now show that morphisms between Fell bundles lead
to *-homomorphisms between the corresponding reduced cross sectional C*-
algebras:

21.3. Proposition. Let φ = {φg}g∈G be a morphism from the Fell bundle
A = {Ag}g∈G to the Fell bundle B = {Bg}g∈G. Then there exists a unique
*-homomorphism

φred : C∗
red(A ) → C∗

red(B),

such that

φred

(
λAg (a)

)
= λBg

(
φg(a)

)
,

for all a in any Ag, where we denote by λ
A and λB the regular representations

of A and B, respectively. Moreover, if φ1 is injective, then so is φred.

Proof. Consider the diagram

C∗(A )

.................................................................
..
........
..

Λ′

C∗
red(A )

.................................................................
..
........
..

E′
1

A1

C∗(B)

.................................................................
..
........
..

Λ

C∗
red(B)

.................................................................
..
........
..

E1

B1

......................................................................................................................................................... ......
....

φ

............................................................................................................................................................................................... ......
....

φ1

................................................................................................................................................................................ ........
..ψ
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where φ is given by (21.2), Λ′ and Λ are the regular representations of A
and B, respectively, and E′

1 and E1 are the conditional expectations given
by (17.8) for A and B, respectively. By checking on Cc(A ), it is then easy
to see that the outside of the diagram is commutative.

Defining ψ = Λ ◦ φ, we then claim that the null space of ψ contains the
null space of Λ′. To see this, notice that for any y ∈ C∗(A ), we have that

Λ′(a) = 0
(17.13)⇐⇒ E′

1

(
Λ′(a∗a)

)
= 0 =⇒ φ1

(
E′

1

(
Λ′(a∗a)

))
= 0 ⇐⇒

⇐⇒ E1

(
ψ(a∗a)

)
= 0

(17.13)⇐⇒ ψ(a) = 0.

This shows our claim, so we see that ψ factors through C∗
red(A ), produc-

ing the map φred mentioned in the statement and one now easily checks that
it satisfies all of the required conditions.

In case φ1 is injective, the only non-reversible arrow “=⇒” above may
be replaced by a reversible one, from where it follows that the null space of
ψ in fact coincides with the null space of Λ′, which is to say that the factored
map, namely φred, is injective. □

Morphisms between Fell bundles have properties somewhat similar to
morphisms between C*-algebras, as we shall now discuss.

21.4. Proposition. Let φ = {φg}g∈G be a morphism from the Fell bundle
A = {Ag}g∈G to the Fell bundle B = {Bg}g∈G.
(a) If φ1 is injective, then all of the φg are isometric.

(b) If the range of each φg is dense in Bg, then all of the φg are in fact
surjective.

Proof. Since A1 and B1 are C*-algebras, under the hypothesis in (a), we have
that φ1 is in fact isometric. Given a in any Ag, we then have that

∥φg(a)∥2 = ∥φg(a)∗φg(a)∥ = ∥φ1(a∗a)∥ = ∥a∗a∥ = ∥a∥2.
This proves that φg is isometric.

Supposing now that all of the φg have dense range, it is easy to see that
the *-homomorphism φred : C∗

red(A ) → C∗
red(B), given by (21.3), has dense

range. Since φred is a *-homomorphism between C*-algebras, we deduce that
φred is surjective. Thus, given b in any Bg, there exists some y in C∗

red(A )
such that

φred(y) = λBg (b).

Observe that φred satisfies

φg
(
EAg (x)

)
= EBg

(
φred(x)

)
, ∀ g ∈ G, ∀x ∈ C∗

red(A ),

where EAg and EBg are given by (17.8). This may be easily checked by first
assuming that x = λh(a), for a in any Ah. Thus

φg
(
EAg (y)

)
= EBg

(
φred(y)

)
= EBg

(
λBg (b)

)
= b,

proving that φg is surjective. □
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21.5. Definition. Let B = {Bg}g∈G be a Fell bundle. By a Fell sub-bundle
of B we mean a collection A = {Ag}g∈G of closed subspaces Ag ⊆ Bg, such
that

(i) AgAh ⊆ Agh, and

(ii) A∗
g ⊆ Ag−1 ,

for all g and h in G.

It is evident that a Fell sub-bundle is itself a Fell bundle with the re-
stricted operations, and moreover the inclusion from A into B is a morphism.
Thus, given a Fell sub-bundle A of a Fell bundle B, from (21.2) and (21.3)
we get *-homomorphisms

C∗(A )
ι→ C∗(B), and C∗

red(A )
ιred−→ C∗

red(B), (21.6)

the second of which is injective by the last sentence of (21.3).
This of course raises the question as to whether ι is also injective but,

surprisingly, this is not always the case. We would now like to discuss a rather
anomalous phenomenon leading up to the failure of injectivity for ι.

Recall that a C*-algebra C is said to be exact if, whenever

0 → J → A→ B → 0

is an exact sequence of C*-algebras, the corresponding sequence

0 → J ⊗
min

C → A ⊗
min

C → B ⊗
min

C → 0

is also exact. Likewise, a group G is said to be exact if C∗
red(G) is an exact

C*-algebra. See [19, Chapters 2 and 5] for more details.
All amenable groups are exact, but there are many non-amenable exact

groups, such as the free group on two or more generators [19, Proposition
5.1.8]. The first examples of non-exact groups were found by Gromov in [65],
shattering a previously held belief that all groups were exact.

21.7. Proposition. Let G be an exact group. Then the following are equiv-
alent:

(i) for every Fell bundle B over G, and every Fell sub-bundle A of B, the
map ι of (21.6) is injective,

(ii) G is amenable.

Proof. By [19, Theorem 5.1.7] there exists a compact space X and a global
amenable action β of G on X. Letting B be the semi-direct product bundle
for the corresponding action of G on C(X), we have that B satisfies the
approximation property by (20.12), and hence C∗(B) is naturally isomorphic
to C∗

red(B) via the regular representation Λ, by (20.6).
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Since β is a global action, and C(X) is a unital algebra, 1δg is an element
of Bg, for each g in G, and we may then consider the Fell sub-bundle A =
{Ag}g∈G of B given by

Ag = Cδg, ∀ g ∈ G.

By (i) we then have that the map

ι : C∗(A ) → C∗(B)

given by (21.6) is injective. Therefore the composition

C∗(A )
ι→ C∗(B)

Λ→ C∗
red(B)

is also injective. Letting τ = E1 ◦Λ ◦ ι, where E1 is given by (17.8), it is easy
to see that τ takes values in the subspace Cδ1 ⊆ B1, so we may view τ as a
complex linear functional on C∗(A ), which is faithful in the sense that

τ(a∗a) = 0 ⇒ a = 0, ∀ a ∈ C∗(A ),

because E1 is a faithful conditional expectation by (17.13).
Recall that C∗(A ) is a topologically graded algebra by (19.3), and it

is easy to see that τ is its canonical conditional expectation. Therefore it
follows from (19.7) that the regular representation

ΛA : C∗(A ) → C∗
red(A )

is injective. Since the full (resp. reduced) cross sectional C*-algebra of A is
nothing but the full (resp. reduced) group C*-algebra of G, we conclude from
[19, Theorem 2.6.8] that G is amenable.

The converse implication is easily proven by observing that for both B
and A , the reduced and full cross sectional algebras coincide by (20.7), so
the result follows from the last sentence of (21.3). □
21.8. Given any non-amenable exact group G, such as the free group on two
generators, the result above implies that there is a Fell bundle B over G,
and a Fell sub-bundle A of B, for which the canonical mapping ι of (21.6) is
non-injective.

The reader might have noticed that the last sentence of (21.3), relating
to the injectivity of φred, has no counterpart in (21.2). In fact, as the above
analysis shows, it is impossible to add to (21.2) a sentence similar to the last
one of (21.3).

From our perspective, one of the most important examples of Fell sub-
bundles is as follows:
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21.9. Proposition. Let β =
(
B,G, {Bg}g∈G, {βg}g∈G

)
be a C*-algebraic

partial dynamical system, and let A be a β-invariant, closed *-subalgebra of
B. Also let α =

(
{Ag}g∈G, {αg}g∈G

)
be the restriction of β to A, as defined

in (2.10). Letting A and B be the semi-direct product bundles relative to α
and β, respectively, one has that A is a Fell sub-bundle of B (see below for
the case when A is not invariant).

Proof. Recall that Ag is defined by

Ag = A ∩Bg,

so evidently Agδg is a closed subspace of Bgδg. We leave it for the reader
to verify that the multiplication and adjoint operations of A are precisely
the restrictions of the corresponding operations on B, thus proving that A
is indeed a Fell sub-bundle of B, as desired. □

21.10. Definition. Let B = {Bg}g∈G be a Fell bundle and let us be given
a Fell sub-bundle A = {Ag}g∈G of B.

(a) We say that A is a hereditary Fell sub-bundle of B if

AgBhAk ⊆ Aghk, ∀ g, h, k ∈ G.

(b) We say that A is an ideal of B if

AgBh ⊆ Agh, and BgAh ⊆ Agh, ∀ g, h ∈ G.

It is evident that every ideal is a hereditary Fell sub-bundle.

A very important source of examples of hereditary Fell sub-bundles is
given by the process of restriction of global actions to (not necessarily invari-
ant) ideals, as we will now show:

21.11. Proposition. Let β be a global C*-algebraic action of a group G on
a C*-algebra B. Given a closed two-sided ideal A of B, let

α =
(
{Dg}g∈G, {αg}g∈G

)
be the restriction of β to A, as defined in (3.2). Denoting by A and B the
semi-direct product bundles relative to α and β, respectively, one has that A
is a hereditary27 Fell sub-bundle of B.

27 One should not be misled into thinking that A is an ideal in B, despite the fact that
A is an ideal in B.
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Proof. Recall that Dg is defined by

Dg = A ∩ βg(A),

so Dg is a closed subspace of B, and we may then see Dgδg is a closed subspace
of Bδg. We leave it for the reader to verify that the multiplication and adjoint
operations of A are precisely the restrictions of the corresponding operations
on B, so that A is indeed a Fell sub-bundle of B, as desired.

In order to prove that A is hereditary, suppose that we are given g, h
and k in G, a in Dg, b in B, and c in Dk. Then

(aδg)(bδh)(cδk) = aβg
(
b)βgh(c)δghk. (21.11.1)

Observing that each Dg is an ideal in B, notice that the coefficient of
δghk above satisfies

aβg
(
b)βgh(c) ∈ Dg ∩ βgh(Dk) = A ∩ βg(A) ∩ βgh

(
A ∩ βk(A)

)
=

= A ∩ βg(A) ∩ βgh(A) ∩ βghk(A) ⊆ A ∩ βghk(A) = Dghk,

so the element mentioned in (21.11.1) in fact lies in Dghkδghk, proving A to
be hereditary. □

21.12. Proposition. Let B be a Fell bundle and let A be a hereditary
sub-bundle (resp. ideal) of B. Then C∗

red(A ) is a hereditary subalgebra
(resp. ideal) of C∗

red(B).

Proof. We first observe that C∗
red(A ) may indeed be seen as a subalgebra of

C∗
red(B) by (21.3). It is then easy to see that

Cc(A )Cc(B)Cc(A ) ⊆ Cc(A ),

in the hereditary case, and

Cc(A )Cc(B) ⊆ Cc(A ), and Cc(B)Cc(A ) ⊆ Cc(A ),

in the ideal case, from where the result follows. □

As seen in (21.8), the canonical map ι of (21.6) is not always injective.
However under more restrictive conditions such pathologies disappear:
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21.13. Theorem. Let B be a Fell bundle and let A be a hereditary Fell
sub-bundle. Then the canonical map

ι : C∗(A ) → C∗(B)

of (21.6) is injective, so C∗(A ) is naturally isomorphic to the range on ι,
which is a hereditary *-subalgebra of C∗(B).

Proof. Consider the diagram

C∗(A ) .............................................................................................. ......
....

S ′

C∗
red(A ) ⊗max C

∗
red(G)

C∗(B) .............................................................................................. ......
....

S
C∗

red(B) ⊗max C
∗
red(G)

.............................................................................................
..
........
..

ι

.............................................................................................
..
........
..

ιred ⊗ id

where S ′ and S are given by (18.9) for the respective bundles. By checking
on the dense set Cc(A ) ⊆ C∗(A ), it is easy to see that this is a commutative
diagram.

Employing [19, Proposition 3.6.4] we conclude that ιred ⊗ id is injective
because ιred is injective by the last sentence of (21.3), and C∗

red(A ) is a hered-
itary subalgebra of C∗

red(B), by (21.12). Since S ′ and S are also injective,
we conclude that ι is injective. That C∗(A ) is a hereditary subalgebra may
be proved easily by the same argument used in the proof of (21.12). □

Given an ideal J = {Jg}g∈G of a Fell bundle B = {Bg}g∈G, consider,
for each g in G, the quotient space Bg/Jg. It is clear that the operations of
B drop to the quotient, giving multiplication operations

· :
Bg
Jg

× Bh
Jh

→ Bgh
Jgh

and involutions

∗ :
Bg
Jg

→
Bg−1

Jg−1

.

One then easily verifies that the collection

B/J := {Bg/Jg}g∈G

is a Fell bundle with the above operations.

21.14. Definition. Given an ideal J of a Fell bundle B, the Fell bundle
B/J constructed above will be called the quotient of B by J .

Let us now compare the cross sectional C*-algebra of the quotient Fell
bundle with the quotient of the corresponding cross sectional C*-algebras:
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21.15. Proposition. If J is an ideal in the Fell bundle B, then C∗(J ) is
an ideal in C∗(B). Moreover the quotient of C∗(B) by C∗(J ) is isomorphic
to C∗(B/J ), thus giving an exact sequence of C*-algebras

0 −→ C∗(J )
ι→ C∗(B)

q
→ C∗(B/J ) −→ 0.

Proof. Since ideals are necessarily hereditary sub-bundles, (21.13) applies
and hence C∗(J ) is naturally isomorphic to a subalgebra of C∗(B), which
the reader may easily prove to be an ideal using the same argument employed
in the proof of (21.12).

For each g in G, let us denote by

qg : Bg → Bg/Jg

the quotient map. It is then obvious that q = {qg}g∈G is a morphism from
B to B/J , which therefore induces via (21.2) a clearly surjective *-homo-
morphism,

q : C∗(B) → C∗(B/J ),

still denoted by q by abuse of language, such that

q(ȷ̂g(b)) = ȷ̂g(b+ Jg), ∀ g ∈ G, ∀ b ∈ Bg,

where we rely on the context to determine which universal representation ȷ̂
is meant in each case. Notice that q vanishes on C∗(J ), so

C∗(J ) ⊆ Ker(q).

The proof will then be complete once we show that these sets are in fact
equal. For each g in G, define

π0
g : b ∈ Bg 7→ ȷ̂g(b) + C∗(J ) ∈ C∗(B)/C∗(J ).

Since π0
g clearly vanishes on Jg, it factors through Bg/Jg, giving a linear

mapping
πg : Bg/Jg → C∗(B)/C∗(J ).

One may now check that {πg}g∈G is a representation of B/J , the integrated
form of which, according to (16.29), is a *-homomorphism

φ : C∗(B/J ) → C∗(B)/C∗(J ),

such that

φ
(
ȷ̂g(b+ Jg)

)
= ȷ̂g(b) + C∗(J ), ∀ g ∈ G, ∀ b ∈ Bg,

where again the context should be enough to determine the appropriate ver-
sions of ȷ̂. The composition

C∗(B)
q
→ C∗(B/J )

φ
→ C∗(B)/C∗(J )

thus sends each ȷ̂g(b) to ȷ̂g(b) + C∗(J ), which means that it is precisely the
quotient map modulo C∗(J ). This immediately implies that

Ker(q) ⊆ C∗(J ),

thus concluding the proof. □
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21.16. Remark. It is interesting to observe that reduced cross sectional al-
gebras behave well with respect to Fell sub-bundles by (21.6), while full cross
sectional algebras behave well with respect to exact sequences by (21.15).

Interchanging the roles of full and reduced , we have already obtained a
partial result regarding Fell sub-bundles and full cross sectional algebras in
(21.13), so we will now discuss the behavior of exact sequences under reduced
cross sectional algebras. We begin with a technical result:

21.17. Lemma. Given a Fell bundle B = {Bg}g∈G, there exists a bounded
completely positive linear map

Ψ : C∗(B) ⊗
min

C∗
red(G) → C∗

red(B),

such that, for every g and h in G, and every b in Bg one has that

Ψ
(
ȷ̂g(b) ⊗ λG

h

)
=

{
λg(b), if g = h,

0, if g ̸= h.

Consequently Ψ ◦ τ coincides with the identity of C∗
red(B), where τ is given

by (18.6).

Proof. Let π be any *-representation of B on a Hilbert space H such that π1
is faithful. This can easily be obtained by composing a faithful representation
of C∗(B) with the universal representation ȷ̂, for example. Also let

φ : C∗(B) → L
(
H ⊗ ℓ2(G)

)
be built from π, as in (18.2), so that

φ
(
ȷ̂g(b)

)
= πg(b) ⊗ λG

g , ∀ g ∈ G, ∀ b ∈ Bg.

Recalling that C∗
red(G) is the closed *-subalgebra of L

(
ℓ2(G)

)
generated by

the range of the left-regular representation of G, consider the representation

φ⊗ id : C∗(B) ⊗
min

C∗
red(G) → L

(
H ⊗ ℓ2(G) ⊗ ℓ2(G)

)
,

characterized by the fact that

(φ⊗ id)(b⊗ λG

h) = πg(b) ⊗ λG

g ⊗ λG

h,

for any g and h in G, and any b in Bg. Let K be the closed subspace of
H ⊗ ℓ2(G) ⊗ ℓ2(G), given by

K =
⊕
g∈G

H ⊗ eg ⊗ eg,
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and let P be the orthogonal projection onto K. Also consider the completely
positive map

Ψ : C∗(B) ⊗
min

C∗
red(G) → L(K)

given by Ψ(x) = P
(

(φ⊗ id)(x)
)
P .

There is an obvious isometric isomorphism between K and H ⊗ ℓ2(G)
under which a vector of the form ξ⊗eg⊗eg is mapped to ξ⊗eg. If we identify
L(K) with L

(
H ⊗ ℓ2(G)

)
under this map, one sees that,

Ψ(ȷ̂g(b) ⊗ λG

h) =

{
πg(b) ⊗ λG

g , if g = h,

0, if g ̸= h,

for every g and h in G, and every b in Bg.
The range of Ψ is therefore the closed linear span of the set of all πg(b)⊗

λG
g , for b in Bg. This is also the range of φ, which in turn is the same as the

range of the map ψ of (18.4).
Since ψ is a faithful representation by the last sentence of (18.4), given

that π1 is faithful by construction, we may then view Ψ as taking values in
C∗

red(B), thus providing the desired map. □
Let us now discuss an important consequence of the exactness of the

base group to Fell bundles:

21.18. Theorem. Let G be an exact group, and let B be a Fell bundle
over G. If J is an ideal in B, then the quotient of C∗

red(B) by C∗
red(J ) is

isomorphic to C∗
red(B/J ), thus yielding an exact sequence of C*-algebras

0 −→ C∗
red(J )

ιred−→ C∗
red(B)

qred
−→ C∗

red(B/J ) −→ 0.

Proof. Recall from (21.12) that ιred is a natural isomorphism from C∗
red(J )

onto an ideal in C∗
red(B). On the other hand, the map qred referred to above

is the one given by (21.3) in terms of the quotient morphism q = {qg}g∈G.
As in (21.15), it is immediate to check that qred is surjective and that

the range of ιred is contained in the kernel of qred. Therefore the only point
requiring our attention is the proof that the range of ιred contains the kernel
of qred. So, let us pick z in C∗

red(B), such that

qred(z) = 0.

Temporarily turning to full cross sectional algebras, recall from (21.15) that

0 −→ C∗(J )
ι→ C∗(B)

q
→ C∗(B/J ) −→ 0

is an exact sequence. Since C∗
red(G) is an exact C*-algebra by hypothesis, the

middle row of the diagram below is exact at C∗(B) ⊗min C
∗
red(G).
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C∗
red(J )

ιred−→ C∗
red(B)

Ψ1

x Ψ2

x
C∗(J ) ⊗

min
C∗

red(G)
ι⊗ 1
−→ C∗(B) ⊗

min
C∗

red(G)
q ⊗ 1
−→ C∗(B/J ) ⊗

min
C∗

red(G)

τ2
x τ3

x
C∗

red(B)
qred
−→ C∗

red(B/J )

In this diagram we have also marked the maps Ψ1 and Ψ2 given by (21.17) for
J and B, respectively, as well as the maps τ2 and τ3 given by (18.6) for B and
B/J . The usual method of checking on the appropriate dense subalgebras
easily shows that the diagram is commutative.

Since qred(z) = 0, we have that (q⊗ 1)
(
τ2(z)

)
= 0, so by exactness there

exists x in C∗(J ) ⊗min C
∗
red(G) such that

(ι⊗ 1)(x) = τ2(z).

Therefore

ιred
(
ψ1(x)

)
= ψ2

(
(ι⊗ 1)(x)

)
= ψ2

(
τ2(z)

) (21.17)
= z,

proving z to be in the range of ιred, as desired. □
The above result should be seen from the point of view of (21.16). That

is, even though reduced cross sectional algebras and exact sequences are not
the best friends, under the assumption that the group is exact, we get a
satisfactory result.

We will now go back to discussing another slightly disgruntled relation-
ship, namely that of full cross sectional algebras and Fell sub-bundles, a
relationship that has already appeared in (21.13), where heredity proved to
be the crucial hypothesis. Instead of heredity we will now work under the
existence of conditional expectations, as defined below.

21.19. Definition. Let B = {Bg}g∈G be a Fell bundle and A = {Ag}g∈G
be a Fell sub-bundle. A conditional expectation from B to A is a collection
of maps

P = {Pg}g∈G,
where each

Pg : Bg → Bg

is a bounded, idempotent linear mapping, with range equal to Ag, such that
P1 is a conditional expectation from B1 to A1 and, for every g and h in G,
every b in Bg, and every c in Bh, one has that

(i) Pg(b)
∗ = Pg−1(b∗),

(ii) Pgh(bc) = bPh(c), provided b ∈ Ag,

(iii) Pgh(bc) = Pg(b)c, provided c ∈ Ah.
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Observe that (21.19.iii) easily follows from (21.19.i–ii) by taking adjoints.

▶ From now on, let us assume that we are given a Fell bundle B = {Bg}g∈G,
and a Fell sub-bundle A = {Ag}g∈G, admitting a conditional expectation

P = {Pg}g∈G.

It is our next goal to show that there exists a conditional expectation
from C∗

red(B) to C∗
red(A ) extending each Pg. This result will later be used

in conjunction with (18.9) to give us the desired embedability result for full
crossed sectional algebras.

The method we will adopt uses a version of the Jones-Watatani ba-
sic construction [104]. As the first step we will construct a right Hilbert
A1-module from Cc(B), vaguely resembling the B1-module ℓ2(B) defined in
(17.1). Given y and z in Cc(B), define

⟨y, z⟩P =
∑
g∈G

P1

(
(yg)

∗zg
)
.

We have already seen that Cc(B) has the structure of a right B1-module
via the standard inclusion j1 : B1 → Cc(B). Restricting this module struc-
ture to A1, we may view Cc(B) as a right A1-module. It is then easy to prove
that ⟨·, ·⟩P is an A1-valued pre-inner product, the positivity following from
(16.1.k) and the assumption that P1 is positive.

21.20. Definition. We shall denote by ℓ2P (B) the right Hilbert A1-module
obtained by completing Cc(B) under the semi-norm ∥·∥2,P arising from the
inner-product defined above (after modding out the subspace of vectors of
length zero). For each b in any Bg, we will denote by jPg (b) the canonical
image of jg(b) in ℓ2P (B).

The following result is a version of (17.3) to the present situation:

21.21. Proposition. Given b in any Bg, the operator

λg(b) : y ∈ Cc(B) 7−→ jg(b) ⋆ y ∈ Cc(B)

is bounded relative to ∥·∥2,P and hence extends to a bounded operator on
ℓ2P (B), which we will denote by λP

g (b), such that ∥λP
g (b)∥ ≤ ∥b∥, and which

moreover satisfies

λP

g (b)
(
jPh (c)

)
= jPgh(bc), ∀h ∈ G, ∀ c ∈ Bh.

Proof. The last assertion follows from the corresponding identity proved in
(17.3). Addressing the boundedness of λg(b), given y in Cc(B), notice that⟨

λg(b)y, λg(b)y
⟩
P =

∑
h∈G

P1

(
(yg−1h)∗b∗byg−1h

)
=

=
∑
h∈G

P1

(
(yh)∗b∗byh

) (17.2)

≤ ∥b∥2
∑
h∈G

P1

(
(yh)∗yh

)
= ∥b∥2⟨y, y⟩

P
,

from where the result follows. □
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Much like we did in (17.4), one may now prove that the collection of
maps λP = {λP

g }g∈G is a representation of B as adjointable operators on
ℓ2P (B), and hence gives rise to an integrated form, which we denote by

ΛP : C∗(B) → L
(
ℓ2P (B)

)
,

and which in turn is characterized by the fact that

ΛP
(
ȷ̂g(b)

)
= λP

g (b), ∀ g ∈ G, ∀ b ∈ Bg. (21.22)

21.23. Proposition. The map ΛP defined above vanishes on the kernel of
the regular representation Λ of B.

Proof. Mimicking (17.12) one may prove that⟨
jPg (b),ΛP (z)jPh (c)

⟩
P = P1

(
b∗Egh−1

(
Λ(z)

)
c
)
,

for all z ∈ C∗(B), g, h ∈ G, b ∈ Bg, and c ∈ Bh. Thus, if z is in the kernel of
Λ, we have that the left-hand-side above vanishes identically, and this easily
implies that ΛP (z) = 0. □

As a consequence, we see that ΛP factors through C∗
red(B), producing a

representation
ΛP

red : C∗
red(B) → L

(
ℓ2P (B)

)
,

such that
ΛP

red

(
λg(b)

)
= λP

g (b), ∀ g ∈ G, ∀ b ∈ Bg. (21.24)

In order to proceed, we need to prove the following key inequality:

21.25. Lemma. For b in any Bg, one has that

Pg(b)
∗Pg(b) ≤ P1(b∗b).

Proof. Observing that b−Pg(b) belongs to Bg, and hence by (16.1.k) one has(
b− Pg(b)

)∗(
b− Pg(b)

)
≥ 0

in B1, we deduce from the positivity of P1 that

0 ≤ P1

((
b− Pg(b)

)∗(
b− Pg(b)

))
=

= P1

(
b∗b− b∗Pg(b) − Pg(b)

∗b+ Pg(b)
∗Pg(b)

)
=

= P1(b∗b) − Pg−1(b∗)Pg(b) − Pg(b)
∗Pg(b) + Pg(b)

∗Pg(b) =

= P1(b∗b) − Pg(b)
∗Pg(b),

from where the conclusion follows. □
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Observe that Cc(A ) may be seen as a right A1-sub-module of Cc(B) in
a natural way. Moreover, the inclusion of the former into the latter is clearly
isometric for the usual 2-norm on Cc(A ) ⊆ ℓ2(A ), and the norm ∥·∥2,P on
Cc(B). Consequently this map extends to an isometric right-A1-linear map

V : ℓ2(A ) → ℓ2P (B).

Adopting the policy of using single quotes for denoting the relevant maps
for A , let us denote by

j′g : Ag → Cc(A )

the maps given by (16.21). We may then characterize V by the fact that

V
(
j′g(a)

)
= jPg (a), ∀ a ∈ Ag. (21.26)

Since bounded linear maps on Hilbert modules are not necessarily ad-
jointable, we need a bit of work to provide an adjoint for V .

21.27. Proposition. The mapping

p : Cc(B) → Cc(A ) ⊆ ℓ2(A ),

defined by
p(y)g = Pg(yg), ∀ y ∈ Cc(B), ∀ g ∈ G,

is bounded with respect to ∥·∥2,P , and hence extends to a bounded operator
from ℓ2P (B) to ℓ2(A ), still denoted by p, by abuse of language. Moreover p
is the adjoint of the map V defined above.

Proof. Given y in Cc(B), one has

⟨
p(y), p(y)

⟩
=

∑
g∈G

Pg(yg)
∗Pg(yg)

(21.25)

≤
∑
g∈G

P1

(
(yg)

∗yg
)

= ⟨y, y⟩
P
.

This proves the boundedness of p. In order to prove the last assertion in the
statement, let y ∈ Cc(A ) and z ∈ Cc(B). Then

⟨y, p(z)⟩ =
∑
h∈G

y∗gPg(zg) =
∑
h∈G

P1(y∗gzg) = ⟨V (y), z⟩P . □

Since p = V ∗, we will from now on dispense with the notation “p”, using
“V ∗” instead.

As already mentioned, V is an isometry, so V ∗V is the identity operator
on ℓ2(A ), while V V ∗ is a projection in L (ℓ2P (B)), whose range is clearly the
canonical copy of ℓ2(A ) within ℓ2P (B).

The following result describes what happens when we compress elements
of the range of ΛP down to ℓ2(A ) via V . In its statement we will continue
with the trend of using single quotes when denoting the relevant maps for A .
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21.28. Proposition. For b in any Bg, one has that

V ∗λP

g (b)V = λ′g
(
Pg(b)

)
.

Proof. Given h in G, and a in Ah we have that(
V ∗λP

g (b)V
)
j′
h
(a)

(21.26)
= V ∗λP

g (b)
(
jPh (a)

) (21.21)
= V ∗jPgh(ba)

(21.27)
=

= j′gh
(
Pgh(ba)

)
= j′gh

(
Pg(b)a

) (17.3)
= λ′g

(
Pg(b)

)
j′h(a).

Since the elements j′h(a) considered above span a dense subspace of ℓ2(A ),
the proof is concluded. □

With this we may now prove our next main result:

21.29. Theorem. Given a Fell bundle B = {Bg}g∈G, and a Fell sub-bundle
A = {Ag}g∈G admitting a conditional expectation P = {Pg}g∈G, there exists
a conditional expectation

E : C∗
red(B) → C∗

red(A ),

such that
E
(
λg(b)

)
= λ′g

(
Pg(b)

)
, ∀ g ∈ G, ∀ b ∈ Bg,

where λ′ and λ denote the regular representations of A and B, respectively.

Proof. Define
E : C∗

red(B) → L
(
ℓ2(A )

)
,

by
E(z) = V ∗ΛP

red(z)V, ∀ z ∈ C∗
red(B).

In case z = λg(b), for some b in Bg, notice that

E
(
λg(b)

)
= V ∗ΛP

red

(
λg(b)

)
V

(21.24)
= V ∗λP

g (b)V
(21.28)

= λ′g
(
Pg(b)

)
,

proving the last assertion in the statement. Since the λg(b) span C∗
red(B),

this also proves that the range of E is contained in C∗
red(A ), so we may view

E as a C∗
red(A )-valued map, as required.

Conditional expectations are meant to be maps from an algebra to a
subalgebra. So it is important for us to view C∗

red(A ) as a subalgebra of
C∗

red(B), and we of course do it through (21.6). Technically this means that
we identify λ′g(a) and λg(a), for a in any Ag. In this case, since Pg(a) = a,

we deduce from the equation just proved that E
(
λg(a)

)
= λg(a), so E is the

identity on C∗
red(A ), and the reader may now easily prove that E is in fact a

conditional expectation. □
We may now return to the discussion of full cross sectional algebras

versus Fell sub-bundles:
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21.30. Theorem. Let B be a Fell bundle and let A be a Fell sub-bundle.
If A admits a conditional expectation, then the canonical map

ι : C∗(A ) → C∗(B)

of (21.6) is injective.

Proof. The proof is essentially identical to the proof of (21.13), with the ex-
ception that, in order to conclude that ιred⊗id is injective, instead of invoking
[19, Proposition 3.6.4] we rely on [19, Proposition 3.6.6], observing that con-
dition [19, 3.6.6.1] is fulfilled by the conditional expectation E provided by
(21.29). □

Let us now study amenability of Fell sub-bundles.

21.31. Proposition. Let B be an amenable Fell bundle and let A be a Fell
sub-bundle of B. If A is either hereditary or admits a conditional expectation,
then A is also amenable.

Proof. Consider the diagram

C∗(A )
ι−→ C∗(B)

Λ′
y yΛ

C∗
red(A )

ιred−→ C∗
red(B)

where Λ′ and Λ are the regular representations of A and B, respectively, and
ι and ιred are as in (21.6). It is elementary to check that this is a commutative
diagram.

Employing either (21.13) or (21.30), as appropriate, we have that ι is
injective. Since B is amenable, Λ is injective as well, so we conclude that Λ′

is injective, whence A is amenable. □
Using the method employed in the proof of (21.7) it is possible to pro-

duce an amenable Fell bundle containing a non-amenable Fell sub-bundle.
Therefore the hypothesis that A is either hereditary or admits a conditional
expectation is crucial for the validity of the result above.

Let us now study the approximation property for Fell sub-bundles.

21.32. Proposition. Let B = {Bg}g∈G be a Fell bundle satisfying the ap-
proximation property, and let A = {Ag}g∈G be a Fell sub-bundle of B. If
A1 is a hereditary subalgebra of B1, then A also satisfies the approximation
property.

Proof. Let {ai}i∈I be a Cesaro net for B, as defined in (20.4), and let {vj}j∈J
be an approximate identity for A1. For each (i, j) in I × J , consider the
function

ci,j : g ∈ G 7→ vjai(g)vj ∈ A1.
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Notice that vjai(g)vj indeed lies in A1 because A1B1A1 ⊆ A1, given that A1

is supposed to be hereditary.
Considering I ×J as a directed set with coordinate-wise order, we claim

that {ci,j}(i,j)∈I×J is a Cesaro net for A .
Since each ai is a finitely supported function on G, it is clear that so are

the ci,j . In order to prove condition (20.4.i), suppose we are given (i, j) ∈
I × J . Then, taking into account that v∗j vj ≤ 1, one has that∑

g∈G
ci,j(g)∗ci,j(g) =

∑
g∈G

v∗j ai(g)∗v∗j vjai(g)vj ≤

≤
∑
g∈G

v∗j ai(g)∗ai(g)vj ≤
∑
g∈G

ai(g)∗ai(g) ,

so (20.4.i) follows from the corresponding property of the Cesaro net {ai}i∈I .
In order to prove (20.4.ii), given b in any Ag, we must prove that

∑
h∈G

ci,j(gh)∗bci,j(h)
(i,j)→∞−→ b. (21.32.1)

For each i in I, let us consider the linear operator Wi defined on Ag by

Wi(b) =
∑
h∈G

ai(gh)∗bai(h), ∀ b ∈ Ag.

Since this may be seen as the restriction of the map V of (20.3) to Ag, we
have that

∥Wi∥ ≤
∑
h∈G

ai(h)∗ai(h) ≤M,

where M may be chosen independently of i. Focusing on the left-hand-side
of (21.32.1), we have∑

h∈G
ci,j(gh)∗bci,j(h) =

∑
h∈G

v∗j ai(gh)∗v∗j bvjai(h)vj = v∗jWi(v
∗
j bvj)vj ,

so (21.32.1) translates into

v∗jWi(v
∗
j bvj)vj

(i,j)→∞−→ b. (21.32.2)

Observing that the terms of an approximate identity have norm at most
1, we have that

∥b− v∗jWi(v
∗
j bvj)vj∥ ≤

≤ ∥b− v∗j bvj∥ + ∥v∗j bvj − v∗jWi(b)vj∥ + ∥v∗jWi(b)vj − v∗jWi(v
∗
j bvj)vj∥ ≤

≤ ∥b− v∗j bvj∥ + ∥b−Wi(b)∥ + ∥Wi∥∥b− v∗j bvj∥.

By (16.9) we have that bvj
j→∞−→ b, so (21.32.2) follows. This verifies that

{ci,j}(i,j)∈I×J is indeed a Cesaro net for A , as desired. □
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Observe that the last hypothesis of the above result, namely that A1

is a hereditary subalgebra of B1, is evidently satisfied if A is a hereditary
sub-bundle of B. It might also be worth pointing out that the fact that A1

is a hereditary subalgebra of B1 does not imply that A is a hereditary Fell
sub-bundle of B. A counter example may be easily obtained by choosing any
Fell bundle B and selecting A1 = B1, while Ag = {0}, for all g ̸= 1. In this
case there is no reason for A1BgA1 to be contained in Ag.

After spending a little effort, we have not been able to determine if
the approximation property passes to sub-bundles under the existence of a
conditional expectation, but we believe there is a good chance this is true.

With respect to amenability of quotient Fell bundles we have the follow-
ing:

21.33. Proposition. Suppose we are given Fell bundles B = {Bg}g∈G and
A = {Ag}g∈G, as well as a morphism φ = {φg}g∈G from B to A , such that
φg is onto Ag for every g.

(i) If B is amenable and G is an exact group, then A is also amenable.

(ii) If B satisfies the approximation property, then so does A .

Proof. Given a Cesaro net {ai}i∈I for B, it is elementary to check that
{φ1(ai)}i∈I is a Cesaro net for A . Thus (ii) follows.

With respect to (i), for each g in G, let Jg be the kernel of φg. It is then
clear that J = {Jg}g∈G is an ideal of B, in the sense of (21.10.b), and one
has that B/J is isomorphic to A .

Consider the diagram

0 −→ C∗(J ) −→ C∗(B) −→ C∗(A ) −→ 0yΛJ

yΛB

yΛA

0 −→ C∗
red(J ) −→ C∗

red(B) −→ C∗
red(A ) −→ 0

whose rows are exact by (21.15) and (21.18), and the vertical arrows indi-
cate the various regular representations. It is immediate to check that this is
commutative. Moreover, ΛB is one-to-one by hypothesis, and ΛJ is onto by
definition of reduced cross sectional algebras, so one may prove that ΛA is
injective by a standard diagram chase, similar to one used to prove the Five
Lemma. □

Notes and remarks. Theorem (21.18) was proved in [52]. It would be inter-
esting to decide if (21.33.i) holds without the hypothesis that G is exact.
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22. FUNCTORIALITY FOR PARTIAL ACTIONS

As already mentioned, some of the most important examples of Fell bundles
arise from partial dynamical systems. In this chapter we will therefore present
some consequences of the results proved in the above chapter to semi-direct
product bundles. We will also study the relationship between the semi-direct
product bundle for a partial action β and the corresponding bundle for a
restriction of β.

▶ So, let us now fix two C*-algebraic partial dynamical systems

α =
(
A,G, {Ag}g∈G, {αg}g∈G

)
and

β =
(
B,G, {Bg}g∈G, {βg}g∈G

)
.

We will denote the semi-direct product bundles for α and β by

A = {Agδg}g∈G, and B = {Bgδg}g∈G,

respectively.
Recall from (2.7) that a *-homomorphism φ : A → B is said to be G-

equivariant provided φ(Ag) ⊆ Bg, and φ
(
αg(a)

)
= βg

(
φ(a)

)
, for a in any

Ag.

22.1. Proposition. Given a G-equivariant *-homomorphism φ : A → B,
for each g in G consider the mapping

φg : Agδg → Bgδg,

given by
φg(aδg) = φ(a)δg, ∀ a ∈ Ag.

Then {φg}g∈G is a morphism from A to B.

Proof. Left to the reader. □
As an immediate consequence of (21.2) and (21.3), we have:
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22.2. Proposition. Given a G-equivariant *-homomorphism φ : A → B,
there are *-homomorphisms

Φ : A⋊G→ B⋊G, and Φred : A⋊redG→ B⋊redG

sending aδg to φ(a)δg, for a in any Ag, with the appropriate interpretation
of δg in each case.

In case φ is injective one may see A as a Fell sub-bundle of B. Two of
the most important examples of this are given by (21.9) and (21.11).

22.3. Proposition. Let β =
(
B,G, {Bg}g∈G, {βg}g∈G

)
be a C*-algebraic

partial dynamical system, and let A be a closed *-subalgebra of B. Suppose
that either:

(i) A is invariant under β, or

(ii) β is a global action and A is an ideal of B.

In either case, let α =
(
{Ag}g∈G, {αg}g∈G

)
be the restriction of β to A

(defined in (2.10) in the first case, or in (3.2) in the second case). Then we
have a natural inclusion

A⋊redG ⊆ B⋊redG.

In situation (ii) one moreover has that A⋊redG is a hereditary subalgebra of
B⋊redG.

Proof. We have that A is a Fell sub-bundle of B by (21.9) or (21.11). That
A⋊redG is naturally a subalgebra of B⋊redG then follows from the last as-
sertion in (21.3). Under hypothesis (ii), we have by (21.11) that A is a
hereditary Fell sub-bundle of B so the last sentence in the statement follows
from (21.12). □

For the case of full crossed products we have the following:

22.4. Proposition. Let β be a global action of a group G on a C*-algebra
B, and let A be an ideal of B. Considering the partial action α of G on A
given by restriction, as defined in (3.2), the canonical mapping

ι : A⋊G→ B⋊G

is injective. Moreover the range of ι is a hereditary *-subalgebra of B⋊G.

Proof. We have seen in (21.11) that the semi-direct product bundle for α
is hereditary in the one for β. So the conclusion follows immediately from
(21.13). □

In order to take advantage of (21.30), namely the injectivity of the canon-
ical mapping under the existence of conditional expectations, we must under-
stand the relationship between partial actions and conditional expectations.
This is the goal of our next result.



22. functoriality for partial actions 191

22.5. Proposition. Suppose we are given a C*-algebraic partial dynamical
system

β =
(
B,G, {Bg}g∈G, {βg}g∈G

)
,

and let A be a closed *-subalgebra of B. Suppose moreover that there is a
G-equivariant conditional expectation F from B onto A. Then

(i) A is invariant under β,

(ii) the semi-direct product bundle for the action α obtained by restrict-
ing β to A, henceforth denoted by A , seen as a Fell sub-bundle of the
semi-direct product bundle for β, henceforth denoted by B, admits a
conditional expectation P = {Pg}g∈G, where

Pg(bδg) = F (b)δg, ∀ b ∈ Bg.

(iii) the canonical mapping

ι : A⋊G→ B⋊G

is injective.

Proof. Given g in G, we have that

βg(A ∩Bg−1) = βg
(
F (A ∩Bg−1)

) (2.7.ii)
= F

(
βg(A ∩Bg−1)

)
⊆ A,

proving that A is indeed invariant under β.

Notice that if b is in any Bg, then F (b) ∈ Bg ∩ A =: Ag, by invariance,
so indeed F (b)δg lies in Agδg, as needed. To prove (21.19.i), we compute

Pg(bδg)
∗ =

(
F (b)δg

)∗
= βg−1

(
F (b∗)

)
δg−1 =

= F
(
βg−1(b∗)

)
δg−1 = Pg−1

(
βg−1(b∗)δg−1

)
= Pg−1

(
(bδg)

∗).
If we now take c in some Ah, we have

Pgh
(
(bδg)(cδh)

)
= Pgh

(
βg

(
βg−1(b)c

)
δgh

)
= F

(
βg

(
βg−1(b)c

))
δgh =

= βg

(
F
(
βg−1(b)c

))
δgh = βg

(
F
(
βg−1(b)

)
c
)
δgh = βg

(
βg−1

(
F (b)

)
c
)
δgh =

=
(
F (b)δg

)(
cδh

)
= Pg

(
bδg

)(
cδh

)
,

proving (21.19.iii) and then (21.19.ii) follows by taking adjoints. The fact
that Pg(Bgδg) = Aδg, or equivalently that F (Bg) = Ag, may be easily proved
based on the G-equivariance of F . Point (iii) now follows from (21.30). □
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Let us now study the behavior of crossed products relative to ideals and
quotients.

▶ We therefore fix, for the time being, a C*-algebraic partial action

α =
(
{Ag}g∈G, {αg}g∈G

)
of a group G on a C*-algebra A, and an α-invariant closed two-sided ideal
J ⊴ A. The restriction of α to J , defined according to (2.10), will henceforth
be denoted by

τ =
(
{Jg}g∈G, {τg}g∈G

)
.

Denoting by B the quotient C*-algebra, we obtain the exact sequence

0 → J
i→ A

q
→ B → 0, (22.6)

where ι denoted the inclusion, and q the quotient mapping. Letting

Bg = q(Ag), ∀ g ∈ G,

it is then easy to see that Bg is a closed two-sided ideal in B and that Bg is
*-isomorphic to Ag/(Ag ∩ J). Moreover, since each αg maps Ag−1 to Ag in
such a way that

αg(Ag−1 ∩ J) ⊆ Ag ∩ J

by invariance of J , we see that αg drops to the quotient providing a *-
homomorphism

βg : Bg−1 → Bg,

such that

βg
(
q(a)

)
= q

(
αg(a)

)
, ∀ g ∈ G, ∀ a ∈ Ag−1 .

22.7. Proposition. One has that

β :=
(
{Bg}g∈G, {βg}g∈G

)
is a partial action of G on B.

Proof. Since (2.1.i) is trivially true, it suffices to verify (2.5.i–ii). Given g, h ∈
G, we claim that

Bg ∩Bh = q(Ag ∩Ah). (22.7.1)

By the Cohen-Hewitt Theorem every ideal in a C*-algebra is idempotent. In
particular, given any two ideals I and J , one has

I ∩ J = (I ∩ J)(I ∩ J) ⊆ IJ.
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Since IJ is obviously contained in I ∩ J , we deduce that I ∩ J = IJ. Thus,
for every g, h ∈ G, we have

Bg ∩Bh = BgBh = q(Ag)q(Ah) = q(AgAh) = q(Ag ∩Ah),

proving (22.7.1). In order to prove (2.5.i), we then compute

βg
(
Bg−1 ∩Bh

)
= βg

(
q(Ag−1 ∩Ah)

)
=

= q
(
αg(Ag−1 ∩Ah)

)
⊆ q

(
Agh) = Bgh.

Regarding (2.5.ii), pick x in Bh−1 ∩B(gh)−1 , and write x = q(a), with a
in Ah−1 ∩A(gh)−1 , by (22.7.1). Then

βg
(
βh(x)

)
= βg

(
βh(q(a))

)
= βg

(
q(αh(a))

)
= q

(
αg(αh(a))

)
=

= q
(
αgh(a)

)
= βgh

(
q(a)

)
= βgh(x).

This completes the proof. □
Regarding the corresponding semi-direct product bundles we have:

22.8. Proposition. Let α =
(
{Ag}g∈G, {αg}g∈G

)
be a C*-algebraic partial

action of a group G on a C*-algebra A, and let J ⊴ A be an α-invariant
closed two-sided ideal. Also let J , A and B be the semi-direct product
bundles relative to the partial actions τ , α and β, above. Then J is an ideal
in A , and B is naturally isomorphic to the quotient Fell bundle A /J .

Proof. Left for the reader. □
We thus have the following consequences of our study of ideals in Fell

bundles in the previous chapter:

22.9. Theorem. Let

0 → J
i→ A

q
→ B → 0,

be an exact sequence of C*-algebras and let α =
(
{Ag}g∈G, {αg}g∈G

)
be a

partial action of G on A, relative to which J is invariant. Then the corre-
sponding sequence

0 → J⋊G→ A⋊G→ B⋊G→ 0

is also exact. Moreover, if

(i) G is an exact group, or

(ii) the semi-direct product bundle associated to α satisfies the approxima-
tion property,

then the sequence

0 → J⋊redG→ A⋊redG→ B⋊redG→ 0

is exact as well.
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Proof. The first assertion is a direct application of (21.15).
Under hypothesis (i), the second assertion follows immediately from

(21.18), so we need only prove the second assertion under hypothesis (ii).
Let J , A and B be the semi-direct product bundles relative to the partial

actions τ , α and β, as in (22.8).
By hypothesis we have that A satisfies the approximation property and

hence so does J , by (21.32), as well as B, by (21.33.ii). Therefore all three
Fell bundles in sight are amenable by (20.6), so the above sequence of re-
duced crossed products coincides with the corresponding one for full crossed
products whose exactness has already been verified. □

This result has a useful application to the study of ideals in the crossed
product generated by subsets of the coefficient algebra. We state it only for
full crossed products since we only envisage applications of it in this case.

22.10. Proposition. Let

α =
(
A,G, {Ag}g∈G, {αg}g∈G

)
be a C*-algebraic partial dynamical system. Given any subset W ⊆ A,

(i) let K be the ideal of A⋊G generated by ι(W ), where ι is the map defined
in (11.13), and

(ii) let J be the smallest28 α-invariant ideal of A containing W .

Then K coincides with J⋊G (or rather, its canonical image within A⋊G).
In addition, there exists a *-isomorphism

φ :
A⋊G
K

→
(A
J

)
⋊G,

such that
φ(aδg +K) = (a+ J)δg, ∀ g ∈ G, ∀ a ∈ Ag.

Proof. We first claim that ι−1(K) is an α-invariant ideal. While it is evident
that ι−1(K) is an ideal, we still need to prove it to be α-invariant. Given
a ∈ ι−1(K)∩Ag−1 , we must check that αg(a) ∈ ι−1(K), which is to say that
ι
(
αg(a)

)
∈ K. Using Cohen-Hewitt, write a = bc, where both b and c lie in

ι−1(K) ∩Ag−1 . Then

ι
(
αg(a)

)
= αg(a)δ1 = αg(bc)δ1

(8.14)
=

(
αg(b)δg

)
(cδ1) =

(
αg(b)δg

)
ι(c) ∈ K.

So ι−1(K) is indeed an invariant ideal, which evidently containsW . Since
J is the smallest among such ideals, we have that J ⊆ ι−1(K), which is to
say that ι(J) ⊆ K, whence

ι(W ) ⊆ ι(J) ⊆ K. (22.10.1)

28 It is easy to see that an arbitrary intersection of invariant ideals is again invariant,
so the smallest invariant ideal always exist.
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This implies that K coincides with the ideal of A⋊G generated by ι(J).
On the other hand notice that, by (16.27), the ideal generated by ι(J) is
J⋊G, thus proving that K = J⋊G. The second and last assertion in the
statement is now an immediate consequence of (22.9). □
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23. IDEALS IN GRADED ALGEBRAS

Let B be a graded C*-algebra with grading {Bg}g∈G. If J is an ideal (always
assumed to be closed and two-sided) in B, there might be no relationship
between J and the grading of B. It is even possible that J ∩Bg is trivial for
every g in G.

For example, let B be the group bundle over Z, so that C∗(B) is iso-
morphic to C(T), where T denotes the unit circle. Fixing z0 ∈ T, the ideal

J = {f ∈ C(T) : f(z0) = 0}

has trivial intersection with every homogeneous subspace Bn = Czn. This is
because a nonzero element in Bn is invertible, and hence cannot belong to
any proper ideal.

The purpose of this chapter is thus to study the relationship between
ideals in graded algebras and the grading itself. For this we shall temporarily
▶ fix a graded C*-algebra B, with grading {Bg}g∈G, and a closed two-sided
ideal J ⊴ B.

23.1. Proposition. The closed two-sided ideal of B generated by J ∩ B1

coincides with the closure of
⊕

g∈G J ∩Bg.

Proof. Given g and h in G, notice that

(J ∩Bg)Bh ⊆ (JBh) ∩ (BgBh) ⊆ J ∩Bgh.

Therefore we see that

K :=
⊕
g∈G

J ∩Bg

is invariant under right multiplication by elements of Bh, and a similar rea-
soning shows invariance under left multiplication as well. Since K is closed
by definition, we then deduce that K is a two-sided ideal. Consequently,
noticing that J ∩B1 is contained in K, we have that

⟨J ∩B1⟩ ⊆ K,
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where the angle brackets above indicate the closed two-sided ideal generated
by J ∩B1.

In order to prove the reverse inclusion, given g in G, and x ∈ J ∩ Bg,
notice that x∗x ∈ J ∩B1. Using (15.3) (which is stated for Hilbert modules,
and hence also holds for C*-algebras) we then have

x = limx(x∗x)1/n ∈ ⟨J ∩B1⟩,

We therefore conclude that

J ∩Bg ⊆ ⟨J ∩B1⟩,

from where it follows that K ⊆ ⟨J ∩B1⟩, as desired. □

This justifies the introduction of the following concept:

23.2. Definition. We shall say that J is an induced ideal (sometimes also
called a graded ideal) provided any one of the following equivalent conditions
hold:

(a) J coincides with the ideal generated by J ∩B1,

(b)
⊕

g∈G J ∩Bg is dense in J .

For topologically graded algebras there is a lot more to be said, so we
shall assume from now on that B is topologically graded. Recall from (19.6)
that in this case B admits Fourier coefficient operators

Fg : B → Bg, ∀ g ∈ G,

such that

Fg(b) = δg,hb, ∀ g, h ∈ G, ∀ b ∈ Bh.

Given an arbitrary ideal J ⊴ B, let us consider the following subsets of B:

J ′ = ⟨J ∩B1⟩,
J ′′ = {x ∈ B : Fg(x) ∈ J, ∀g ∈ G} ,
J ′′′ = {x ∈ B : F1(x∗x) ∈ J} ,

(23.3)

where the angle brackets in the definition of J ′ are again supposed to mean
the closed two-sided ideal generated.
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23.4. Proposition. Given any ideal J in a topologically graded C*-algebra
B, one has that the sets J ′, J ′′ and J ′′′ defined above are closed two-sided
ideals in B, and moreover

J ′ ⊆ J ′′ = J ′′′.

Proof. It is evident that these are closed subspaces of B, and moreover that
J ′ is an ideal.

In order to prove that J ′′ is an ideal, let b ∈ B, and x ∈ J ′′, and let
us prove that bx ∈ J ′′. Since the Bg span a dense subspace of B, we may
assume that b ∈ Bh, for some h ∈ G. Then

Fg(bx)
(19.6)

= bFh−1g(x) ∈ J,

proving that bx ∈ J ′′, and hence that J ′′ is a left ideal. One similarly proves
that J ′′ is a right ideal. Since we will eventually prove that J ′′′ = J ′′, we skip
the proof that J ′′′ is an ideal for now.

Observing that J ∩ B1 is contained in J ′′, and since we now know that
J ′′ is an ideal, the ideal generated by J ∩B1, namely J ′, is also contained in
J ′′.

Given any x ∈ B, notice that by Parseval’s identity (17.15), we have
that ∑

g∈G
Fg(z)

∗Fg(z) = F1(z∗z).

In fact (17.15) refers to the Eg, but since Fg = Eg ◦ψ (see the proof of (19.6)),
our identity follows easily from (17.15). Since ideals are hereditary, we then
have that

F1(z∗z) ∈ J ⇔ Fg(z)∗Fg(z) ∈ J, ∀g ∈ G,

and we notice that the condition in the right-hand side above is also equiva-
lent to Fg(z) ∈ J . This proves that J ′′ = J ′′′. □

Having seen how the ideals defined in (23.3) relate to each other, let us
also discuss how do they relate to J , itself. It is elementary to see that J
always contains J ′, but the relationship between J and J ′′ is not straightfor-
ward. We will see below that J ′ = J ′′ under certain conditions, in which case
it will follow that J ′′ ⊆ J . However there are examples in which J ′′ is not
a subset of J , and in fact it may occur that, on the contrary, J is a proper
subset of J ′′.

This is the case, for example, if B is the full group C*-algebra of a non-
amenable group G, and J = {0}. One may then prove that J ′′ is the kernel
of the regular representation, hence J ′′ is strictly larger than J .

One might suspect that the culprit for this anomaly is the failure of faith-
fulness of the standard conditional expectation on C∗(G), but examples may
also be found in topologically graded C*-algebras with faithful conditional
expectations. Take, for example, a group G and a C*-algebra B. One may
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then prove that B⊗min C
∗
red(G) is isomorphic to the reduced crossed product

of B by G under the trivial action, so the former is a topologically G-graded
C*-algebra with faithful conditional expectation by (17.13).

Assuming that G is a non-exact group, one may find a short exact se-
quence of C*-algebras

0 → J
i→ B

π→ A→ 0,

for which

0 → J ⊗
min

C∗
red(G)

i⊗1
−→ B ⊗

min
C∗

red(G)
π⊗1
−→ A ⊗

min
C∗

red(G) → 0,

is not exact. It is well known that the only place where exactness may fail is
at the mid point of this sequence, meaning that the range of i⊗ 1 is properly
contained in the kernel of π ⊗ 1. Letting J be the range of i ⊗ 1, one may
prove that J ′′ is the kernel of π ⊗ 1, whence J is properly contained in J ′′,
as claimed. Consequently we have that

J ′ ⊆ J ⊊ J ′′, (23.5)

so this also produces an example in which J ′′ is strictly larger than J ′.

23.6. Proposition. Let B be a topologically graded C*-algebra with grad-
ing {Bg}g∈G, and assume that the associated Fell bundle has the approxima-
tion property. Then, for every ideal J ⊴ B, one has that the ideals J ′ and
J ′′ defined in (23.3) are equal.

Proof. It clearly suffices to prove that J ′′ ⊆ J ′. Given x ∈ J ′′, we have by
definition that each Fg(x) ∈ J , and we claim that Fg(x) ∈ J ′. In order to see
this, notice that

Fg(x)∗Fg(x) ∈ J ∩B1 ⊆ J ′,

so we have that Fg(x)∗Fg(x) ≡ 0 (mod J ′). Since B/J ′ is a C*-algebra, we
have that Fg(x) ≡ 0 (mod J ′), as well, meaning that Fg(x) ∈ J ′, thus proving
our claim.

Let {ai}i be a Cesaro net for B, and let {Si}i be the net of summation
processes provided by (20.10). A glimpse at the formula defining Si is enough
to convince ourselves that Si(x) is also in J ′, hence also

x = lim
i
Si(x) ∈ J ′. □

There is another situation in which we may guarantee the coincidence of
the ideals J ′ and J ′′.
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23.7. Theorem. Let G be a discrete group and let B be a topologically G-
graded C*-algebra. Suppose thatG is exact and that the standard conditional
expectation F : B → B1 is faithful. Then for every ideal J of B one has that
the ideals J ′ and J ′′ defined in (23.3) coincide.

Proof. Denote by B = {Bg}g∈G the underlying Fell bundle and note that B
is isomorphic to C∗

red(B) by (19.8). For each g in G, let Jg = J ∩Bg so that
J := {Jg}g∈G is an ideal in B. Employing (21.18) we have that the sequence

0 → C∗
red(J )

ιred−→ B
qred
−→ C∗

red(B/J ) → 0 (23.7.1)

is exact. We next claim that

J ′ = ιred
(
C∗

red(J )
)
, and J ′′ = Ker(qred). (23.7.2)

Given g in G, notice that

J∗
gJg ⊆ B1 ∩ J ⊆ J ′,

so by (16.12) one has that

Jg = [JgJ
∗
gJg] ⊆ [JgJ

′] ⊆ J ′,

so ιred
(
C∗

red(J )
)
⊆ J ′. Since the reverse inclusion is evident, we have proven

the first identity in (23.7.2).

On the other hand, denoting by E the faithful standard conditional ex-
pectation of C∗

red(B/J ), it is easy to see that E ◦ qred = qred ◦ F, so for any b
in B we have that

qred(b) = 0 ⇔ E
(
qred(b∗b)

)
= 0 ⇔ qred

(
F (b∗b)

)
= 0 ⇔ F (b∗b) ∈ J1,

where the last step is a consequence of the fact that F (b∗b) is in B1, and that
the behavior of q on B1 is that given by (21.3). This shows that Ker(qred) =
J ′′, concluding the verification of (23.7.2).

Since the sequence (23.7.1) is exact, the proof follows. □

23.8. Definition. Let B be a topologically graded C*-algebra with grading
{Bg}g∈G and Fourier coefficient operators Fg. We will say that a closed,
two-sided ideal J ⊴ B is a Fourier ideal, if Fg(J) ⊆ J , for every g in G.

Thus J is a Fourier ideal if and only if J ⊆ J ′′, while J is induced if and
only if J = J ′. We may thus reinterpret (23.4), (23.6) and (23.7) as follows.
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23.9. Proposition. Let B be a topologically graded C*-algebra. Then ev-
ery induced ideal of B is a Fourier ideal. Moreover, the converse holds if
either

(i) the associated Fell bundle has the approximation property, or

(ii) G is exact and the standard conditional expectation of B onto B1 is
faithful.

For an example of a Fourier ideal which is not induced, see (23.5).

The next result is stated for Fourier ideals but, because of the reasoning
above, it also holds for induced ones.

23.10. Proposition. Let B be a topologically graded C*-algebra with grad-
ing {Bg}g∈G, and let J be a Fourier ideal of B. Then B/J is topologically
graded by the spaces q(Bg), where q is the quotient map.

Proof. Since J is invariant under each Fourier coefficient operator Fg, we
have that Fg passes to the quotient giving a well defined bounded map on
B/J , namely

F̃g(x+ J) = Fg(x) + J, ∀x ∈ B.

Notice that

q(Bg) = F̃g(B/J) = Ker(id− F̃g),

the last step holding thanks to the fact that F̃g is idempotent. As a conse-
quence we deduce that q(Bg) is a closed subspace of B/J .

It is now immediate to verify that the collection {q(Bg)}g∈G satisfies

(19.1.i–iii), and that F̃1 fills in the rest of the hypothesis there to allow us to
conclude that this is in fact a topological grading for B/J . □

All of the above results have their versions in the setting of partial crossed
product algebras, since these are graded algebras. The next simple result,
which we will use later, has no counterpart for graded algebras since its
conclusion explicitly mentions the partial action.

23.11. Proposition. Let θ =
(
A,G, {Dg}g∈G, {θg}g∈G

)
be a C*-algebraic

partial dynamical system. Given an ideal J of either A⋊G or A⋊redG, let
K = J ∩A. Then K is a θ-invariant ideal of A.

Proof. Of course we are identifying A with its copy Aδ1 in the crossed product
algebra. Regardless of whether we are working with the full or reduced crossed
product, the proof is the same: given a in K ∩Dg−1 , choose an approximate
identity {vi}i for Dg. Then

J ∋ (viδg)(aδ1)(viδg)
∗ (8.14)

= viθg(a)v∗i δ1
i→∞−→ θg(a)δ1,

so θg(a) is in K, proving the statement. □
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Notes and remarks. The motivation for this chapter comes from Nica’s work
on induced ideals of algebras of Wiener-Hopf operators [83, Section 6], which
in turn is inspired by Strătilă and Voiculescu’s work on AF-algebras [102].
Propositions (23.4) and (23.6) have been proven in [48], while Theorem (23.7)
is from [51, Theorem 5.1]29.

29 Please note that [51] is the preprint version of [52].
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24. PRE-FELL-BUNDLES

In this short chapter we will develop some algebraic aspects of the theory of
Fell bundles. We will begin by introducing the notion of an algebraic Fell
bundle and the main question we shall analyze is whether or not they admit
a norm with which one may obtain a classical Fell bundle.

The motivation for this is the study of tensor products of Fell bundles
by C*-algebras which we will do in the next chapter.

24.1. Definition. An algebraic Fell bundle over a group G is a collection

C = {Cg}g∈G

of complex vector spaces, such that the disjoint union of all the Cg’s, which
we also denote by C, by abuse of language, is moreover equipped with a
multiplication operation and an involution

· : C × C → C, ∗ : C → C,

satisfying the following properties for all g and h in G, and all b and c in C:

(a) CgCh ⊆ Cgh,

(b) multiplication is bi-linear from Cg × Ch to Cgh,

(c) multiplication on C is associative,

(e) (Cg)
∗ ⊆ Cg−1 ,

( f ) involution is conjugate-linear from Cg to Cg−1 ,

(g) (bc)∗ = c∗b∗,

(h) b∗∗ = b.

Compared to (16.1) observe that axioms (d) and (i–k) are missing since
these refer to norms which are absent in the present case. Our goal here is
to furnish a norm on each Cg with respect to which the completions form a
Fell bundle.

When G = {1}, an algebraic Fell bundle consists of a single *-algebra and
the reader is probably aware that providing a C*-norm on a *-algebra is not
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a problem with a straightforward solution. In the case of a general group G,
the above axioms imply that C1 is a *-algebra so we should therefore expect
our construction of norms on the Cg to require at least an initial choice of a
C*-norm on C1.

If we are indeed given a C*-norm on C1, we may consider the completion

B1 := C1

with respect to this norm, which will therefore be a C*-algebra. Given c
in any Cg, we may view c∗c as an element of B1, however without further
hypothesis there is no reason why c∗c is positive in B1. Without this positivity
condition there is clearly no hope of turning our algebraic Fell bundle into a
Fell bundle.

Still assuming that c ∈ Cg, consider the mapping

a ∈ C1 7→ c∗ac ∈ C1.

Again there seems to be no reason why this is continuous with respect to the
given norm on C1 and again this continuity is a necessary condition for us to
proceed.

24.2. Definition. A pre-Fell-bundle over a group G is an algebraic Fell bun-
dle

C = {Cg}g∈G
equipped with a C*-norm ∥·∥ on C1 such that, for every c in any Cg, one has
that

(i) c∗c is a positive element in the C*-algebra B1 obtained by completing
C1 relative to the norm given above,

(ii) the mapping
Adc : a ∈ C1 7→ c∗ac ∈ C1,

is continuous with respect to ∥·∥.

Should one prefer to avoid any reference to the completed algebra B1 in
(24.2.i), above, one could instead require that for every c ∈ Cg, there exists

a sequence {an}n ⊆ C1, such that ∥a∗nan − c∗c∥ i→∞−→ 0.

▶ From now on we will fix a pre-Fell-bundle C = {Cg}g∈G, and we will look
for suitable norms ∥·∥g on the other Cg’s with the intent of obtaining a Fell
bundle. In view of (16.1.j), we have no choice but to define

∥c∥g = ∥c∗c∥ 1
2 , ∀ c ∈ Cg,

and our task is then to check the remaining axioms. We begin with some
technical results.
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24.3. Proposition. For every c in any Cg, one has that ∥cc∗∥ = ∥c∗c∥.

Proof. Recall that a self-adjoint element x in a C*-algebra satisfies ∥xn∥ =
∥x∥n, for every n ∈ N. This identity also holds for our C*-norm on C1, as it
follows from the corresponding fact applied to the completed algebra B1. So

∥cc∗∥n+1 = ∥(cc∗)n+1∥ = ∥c(c∗c)nc∗∥ = ∥Adc
(
(c∗c)n

)
∥ ≤

≤ ∥Adc∥∥(c∗c)n∥ ≤ ∥Adc∥∥c∗c∥n.

Taking nth root leads to

∥cc∗∥
n+1
n ≤ ∥Adc∥

1
n ∥c∗c∥,

and when n→ ∞, we get
∥cc∗∥ ≤ ∥c∗c∥.

The reverse inequality follows by replacing c with c∗. □
Let us now prove a technical result, reminiscent of (16.9).

24.4. Lemma. Let {vi}i be an approximate identity for C1. Then, for every
c in any Cg, one has that

lim
i
c∗vic = c∗c.

Proof. Using that ∥·∥ is a C*-norm, we have

∥c∗vic− c∗c∥2 = ∥(c∗vic− c∗c)∗(c∗vic− c∗c)∥ =

= ∥c∗v∗i cc∗vic− c∗v∗i cc
∗c− c∗cc∗vic+ c∗cc∗c∥ =

= ∥Adc(v∗i cc∗vi − v∗i cc
∗ − cc∗vi + cc∗)∥ i→∞−→ 0. □

With this we may prove a version of (17.2).

24.5. Lemma. Given c in any Cg, one has that

c∗xc ≤ ∥x∥c∗c, ∀x ∈ C1 ∩B1+,

where B1+ denotes the set of positive elements of the C*-algebra B1 obtained
by completing C1, and the order relation “≤” is that of B1.

Proof. Given c in Cg, we claim that

x ∈ C1 ∩B1+ ⇒ c∗xc ∈ B1+. (24.5.1)

In fact, for each x in C1 ∩ B1+, write x = y∗y, with y ∈ B1, and choose a
sequence {zn}n ⊆ C1, converging to y. Then

c∗xc = Adc
(

lim
n→∞

z∗nzn
) (24.2.ii)

= lim
n→∞

Adc(z
∗
nzn) = lim

n→∞
c∗z∗nznc

(24.2.i)

∈ B1+,
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proving (24.5.1). Next choose an approximate identity {vi}i for B1, contained
in C1. Then, for x ∈ C1 ∩B1+, and for any i we have that

v∗i (∥x∥ − x)vi ∈ C1 ∩B1+,

whence by (24.5.1) we have

B1+ ∋ c∗v∗i (∥x∥ − x)vic = ∥x∥c∗v∗i vic− c∗v∗i xvic. (24.5.2)

Observing that {v∗i vi}i is also an approximate identity for B1, we deduce
from (24.4) that

c∗v∗i vic
i→∞−→ c∗c,

and from (24.2.ii) we have

c∗v∗i xvic
i→∞−→ c∗xc.

Taking the limit as i→ ∞ in (24.5.2) we finally obtain

∥x∥c∗c− c∗xc ∈ B1+. □
We now have all of the necessary tools in order to prove the main result

of this chapter:

24.6. Theorem. Given a pre-Fell-bundle C = {Cg}g∈G, there is a unique
family of seminorms ∥·∥g on the Cg’s, such that ∥·∥1 is the given norm on C1,
and for g, h ∈ G, b ∈ Cg, and c ∈ Ch, one has that

(d) ∥bc∥gh ≤ ∥b∥g∥c∥h,
( i ) ∥b∗∥g−1 = ∥b∥g,
( j ) ∥b∗b∥1 = ∥b∥2g.
Proof. Define ∥·∥1 to coincide with the given norm on C1, and for all g ̸= 1,
and all b ∈ Cg, set

∥b∥g = ∥b∗b∥ 1
2 .

If b ∈ Cg and c ∈ Ch, we have

(bc)∗bc = c∗b∗bc
(24.5)

≤ ∥b∗b∥c∗c,
whence

∥bc∥2gh = ∥(bc)∗bc∥ ≤ ∥b∗b∥∥c∗c∥ = ∥b∥2g∥c∥2h,
proving (d). Notice that (i) follows from (24.3), while (j) follows by definition
when g ̸= 1, and otherwise from the fact that the norm on C1 is assumed to
be a C*-norm.

To conclude we prove the triangle inequality: given b, c ∈ Cg, we have

∥b+ c∥2g = ∥(b+ c)∗(b+ c)∥ = ∥b∗b+ b∗c+ c∗b+ c∗c∥
(d)

≤

≤ ∥b∗∥g−1∥b∥g + ∥b∗∥g−1∥c∥g + ∥c∗∥g−1∥b∥g + ∥c∗∥g−1∥c∥g
(i)
=

= ∥b∥g∥b∥g + ∥b∥g∥c∥g + ∥c∥g∥b∥g + ∥c∥g∥c∥g = (∥b∥g + ∥c∥g)2.
This concludes the proof of the existence part, while uniqueness follows easily
from (j). □
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Given a pre-Fell-bundle C = {Cg}g∈G, one may then consider the com-
pletion of each Cg under ∥·∥g, say

Bg = Cg,

and, after extending the operations by continuity, the verification of axioms
(16.1.i–k) becomes routine, especially since they are already known to hold
on dense sets. We thus obtain a Fell bundle B = {Bg}g∈G.

24.7. Definition. The Fell bundle B, obtained as above from a given pre-
Fell-bundle C, will be called the completion of C.

The question of extending representations from a pre-Fell-bundle to its
completion is an important one which we will discuss next.

24.8. Proposition. Let C = {Cg}g∈G be a pre-Fell-bundle and let A be a
C*-algebra. Suppose we are given a collection of linear maps π = {πg}g∈G,
where

πg : Cg → A,

such that

(i) πg(b)πh(c) = πgh(bc),

(ii) πg(b)
∗ = πg−1(b∗),

for all g, h ∈ G, and all b ∈ Cg, and c ∈ Ch. Suppose, moreover, that π1 is
continuous relative to the norm on C1. Then each πg is continuous relative
to the norm ∥·∥g on Cg, and hence it extends to a bounded linear map

π̃g : Bg → A,

where B = {Bg}g∈G is the Fell bundle completion of C. In addition the
collection of maps π̃ = {π̃g}g∈G is a representation of B in A.

Proof. For c in any Cg we have

∥πg(c)∥2 = ∥πg(c)∗πg(c)∥
(i&ii)
= ∥π1(c∗c)∥ ≤ ∥c∗c∥1 = ∥c∥2g,

proving πg to be continuous. The remaining statements are verified in a
routine way. □
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25. TENSOR PRODUCTS OF FELL BUNDLES

Tensor products form a very important part of the theory of C*-algebras and,
given the very close relationship between C*-algebras and Fell bundles, no
treatment of Fell bundles is complete without a careful study of their tensor
products.

The most general form of this theory would start by considering two
Fell bundles B and B′, over two groups G and G′, respectively, and one
would then attempt to construct a Fell bundle B⊗B′ over the group G×G′.
However, given the applications we have in mind, we will restrict ourselves to
the special case in which G′ is a trivial group. In other words, we will restrict
our study to tensor products of Fell bundles by single C*-algebras.

Among the main aspects of tensor products we plan to analyze is the re-
lationship between the corresponding versions of spatial and maximal norms.

▶ Let us fix a C*-algebra A and a Fell bundle B = {Bg}g∈G. For each g in
G, let us consider the vector space tensor product

Cg := A⊙Bg.

Given g and h in G, it is easy to see that there exists a bi-linear operation
Cg × Ch → Cgh, such that

(a⊗ b)(a′ ⊗ b′) = (aa′) ⊗ (bb′), ∀ a, a′ ∈ A, ∀ b ∈ Bg, ∀ b′ ∈ Bh.

Likewise one may show the existence of a conjugate-linear map ∗ from Cg to
Cg−1 , such that

(a⊗ b)∗ = a∗ ⊗ b∗, ∀ a ∈ A, ∀ b ∈ Bg.

One then easily checks that the collection

A⊙ B = {Cg}g∈G (25.1)

is an algebraic Fell bundle with the above operations.
The next result is intended to aid the verification of (24.2.i), once we

have a C*-norm on C1.
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25.2. Proposition. Given c in any Cg, there exist x1, . . . , xn ∈ C1, such
that

c∗c =
n∑
i=1

x∗i xi.

Proof. Writing c =
∑n
i=1 ai⊗ bi, with ai ∈ A, and bi ∈ Bg, we claim that the

n× n matrix
m = {b∗i bj}i,j ∈Mn(B1),

is positive. To prove it notice that, viewed as a matrix over the cross sectional
C*-algebra of B, we have that m = y∗y, where y is the row matrix

y = [b1 b2 . . . bn].

Thus m is positive as a matrix over C∗(B), but since B1 is a subalgebra
of C∗(B) by (17.9.iv), and since the coefficients of m lie in B1, we have that
m is positive as a matrix over B1. So there exists h in Mn(B1), such that
m = h∗h, which translates into

b∗i bj =
n∑
k=1

(h∗)i,khk,j =
n∑
k=1

(hk,i)
∗hk,j , ∀ i, j = 1, . . . , n.

We then have

c∗c =
( n∑
i=1

ai ⊗ bi

)∗( n∑
j=1

aj ⊗ bj

)
=

n∑
i,j=1

a∗i aj ⊗ b∗i bj =

=
n∑

i,j,k=1

a∗i aj ⊗ (hki)
∗hkj =

n∑
k=1

n∑
i,j=1

(ai ⊗ hki)
∗(aj ⊗ hkj) =

=
n∑
k=1

( n∑
i=1

ai ⊗ hki

)∗( n∑
j=1

aj ⊗ hkj

)
=

n∑
k=1

x∗kxk,

where xk =
∑n
i=1 ai ⊗ hki. □

We then see that axiom (24.2.i) will hold for any choice of C*-norm on
C1.

25.3. Proposition. Let ∥·∥max and ∥·∥min be the maximal and minimal
C*-norms on the algebraic tensor product A⊙B1, respectively. Then A⊙B
is a pre-Fell-bundle with either one of these norms.

Proof. After the remark in the paragraph just before the statement, it is now
enough to prove that, for every a and a′ in A, and every b and b′ in any Bg,
the mapping

ρ : t ∈ C1 7→ (a⊗ b)∗t(a′ ⊗ b′) ∈ C1,

is continuous with respect to both the maximal and minimal C*-norms. If
x ∈ A, and y ∈ B1, notice that

ρ(x⊗ y) = a∗xa′ ⊗ b∗yb′,
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thus ρ is seen to be the tensor product of the maps φ and ψ given by

φ : x ∈ A 7→ a∗xa′ ∈ A, and ψ : y ∈ B1 7→ b∗yb′ ∈ B1.

By the polarization identity we may write φ as a linear combination of
four maps of the form

φi : x ∈ A 7→ a∗i xai ∈ A,

with ai ∈ A, and likewise ψ may be written as a linear combination of four
maps of the form

ψj : y ∈ B1 7→ b∗jybj ∈ B1,

with bj ∈ Bg. Consequently ρ may be written as a linear combination of
the sixteen maps φi ⊙ ψj , and it is therefore enough to show that these are
continuous. Since both the φi and the ψj are completely positive maps, the
result follows from [19, Theorem 3.5.3]. □

25.4. Definition. Given a C*-algebra A and a Fell bundle B = {Bg}g∈G,
let τ be any C*-norm on A ⊙ B1, with respect to which A ⊙ B is a pre-
Fell-bundle. Then its completion, according to (24.7), will be denoted by
A ⊗τ B. For each g in G, we will denote the corresponding fiber of A ⊗τ B
by A ⊗τ Bg. In the case of the maximal and minimal C*-norms on A ⊙ B1,
we will respectively denote the corresponding completions by

A ⊗
max

B, and A ⊗
min

B,

with fibers

A ⊗
max

Bg, and A ⊗
min

Bg,

for each g in G.

Employing similar methods one could also study the tensor product of
a Fell bundle B = {Bg}g∈G over a group G, by a Fell bundle C = {Ch}h∈H
over a group H, obtaining a Fell bundle

B ⊗ C = {Bg ⊗ Ch}(g,h)∈G×H

over the group G × H. This will of course require an appropriate choice of
norm on B1 ⊙ C1. We will however not pursue these ideas here.
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25.5. Proposition. Given a Fell bundle B = {Bg}g∈G, let C and D be
C*-algebras and suppose that τ and ν are C*-norms on C ⊙ B1 and D ⊙
B1, respectively, making C ⊙ B and D ⊙ B into pre-Fell-bundles. Suppose
moreover that φ : C → D is a *-homomorphism such that

φ⊗ id : C ⊙B1 → D ⊙B1

is continuous relative to τ and ν. Then there exists a morphism φ̃ = {φg}g∈G
from C ⊗τ B to D ⊗ν B, such that

φg(c⊗ b) = φ(c) ⊗ b,

for every b in any Bg.

Proof. Given g in G, define

φ0
g : C ⊙Bg → D ⊙Bg

by φ0
g = φ⊗ id. It is then easy to see that the collection of maps

φ̃0 = {φ0
g}g∈G

satisfy (21.1.i&ii), relative to the algebraic Fell bundle structures of C ⊙ Bg
and D ⊙ Bg given in (25.1). We moreover claim that each φ0

g is continuous
relative to the norms ∥·∥τg and ∥·∥νg , given by (24.6) on C ⊙Bg and D ⊙Bg,
respectively.

In order to verify the claim, notice that the case g = 1 is granted by
hypothesis. For an arbitrary g in G, pick any x in C ⊙Bg, and observe that(

∥φ0
g(x)∥νg

)2
= ∥φ0

g(x)∗φ0
g(x)∥ν1 = ∥φ0

1(x∗x)∥ν1 ≤ ∥x∗x∥τ1 =
(
∥x∥τg

)2
,

where the inequality above is a consequence of the already verified case g = 1.
We may therefore extend each φ0

g to a continuous mapping

φg : C ⊗τ Bg → D ⊗ν Bg,
and the reader may then easily verify that the resulting collection of maps
φ̃ = {φg}g∈G satisfies the required conditions. □

Recall that any Fell bundle admits a universal representation in its full
cross sectional C*-algebra by (16.26), as well a regular representation in its
reduced cross sectional C*-algebra by (17.4). In the case of A ⊗max B and
A⊗min B, we believe it is best not to introduce any special notation for these
representations, instead relying on (17.9.iv–v), which allows us to identify the
fibers of our bundles as subspaces of both the full and reduced cross sectional
C*-algebras.

In principle this has a high risk of confusion, since when a is in A and
b is in some Bg, the expression a ⊗ b may be interpreted as elements of
eleven different spaces, namely A⊙Bg, A⊗maxBg, A⊗minBg, C

∗(A⊗max B),
C∗(A ⊗min B), C∗

red(A ⊗max B), C∗
red(A ⊗min B), besides the maximal and

minimal tensor products of A by either C∗(B) or C∗
red(B). Fortunately, as we

will see, the context will always suffice to determine the correct interpretation
of a⊗ b.
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25.6. Proposition. For every a in A, and b in any Bg, one has that

∥a⊗ b∥ = ∥a∥∥b∥,

for any one of the various interpretations of a⊗b, except, of course, for A⊙Bg
which is a space devoid of a norm.

Proof. We begin by treating the interpretation of a ⊗ b in A ⊗max Bg. By
(24.6.j) we have

∥a⊗ b∥2g = ∥(a⊗ b)∗(a⊗ b)∥1 = ∥a∗a⊗ b∗b∥1 = ∥a∗a⊗ b∗b∥max =

= ∥a∗a∥∥b∗b∥ = ∥a∥2∥b∥2,

where, in the penultimate step above, we have used that the norm on A⊗max

B1 is a cross-norm (i.e., satisfies the identity in the statement).
A very similar argument proves the result in the case of A⊗min Bg, and

then (17.9.iv) takes care of C∗(A⊗max B) and C∗(A⊗min B), while (17.9.v)
does it for C∗

red(A⊗max B) and C∗
red(A⊗min B).

Again by (17.9.iv–v), we know that the norm of b, as interpreted within
C∗(B) or C∗

red(B), coincide with its norm as an element of Bg. Thus, the re-
sult relative to the maximal or minimal tensor products of A by either C∗(B)
or C∗

red(B) follow, since both the maximal or minimal norms are cross-norms.
□
25.7. Theorem. Given a C*-algebra A and a Fell bundle B, one has that

C∗(A ⊗
max

B) ≃ A ⊗
max

C∗(B),

via an isomorphism which sends a⊗ b→ a⊗ ȷ̂g(b), for b in any Bg, and all a
in A.

Proof. For each g in G, define

πg : A⊙Bg → A ⊗
max

C∗(B)

by
πg(a⊗ b) = a⊗ ȷ̂g(b), ∀ a ∈ A, ∀ b ∈ Bg,

where ȷ̂ is the universal representation of B in C∗(B).
It is clear that the πg satisfy (24.8.i–ii). In addition, by the universal

property of the maximal norm [19, Theorem 3.3.7], we have that π1 is con-
tinuous for ∥·∥max. It then follows from (24.8) that the πg extend to a rep-
resentation π̃ = {π̃g}g∈G of A ⊗max B in A ⊗max C

∗(B). We then conclude
from (16.29) that there exists a unique *-homomorphism

φ : C∗(A ⊗
max

B) → A ⊗
max

C∗(B) (25.7.1)
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such that φ composed with the universal representation of A ⊗max B in
C∗(A⊗max B) yields π̃. Employing the identifications discussed in the para-
graph before (25.6), this means that

φ(a⊗ b) = a⊗ ȷ̂g(b), ∀ a ∈ A, ∀ g ∈ G, ∀ b ∈ Bg.

In order to prove that φ is an isomorphism we will construct an inverse
for it. This will involve understanding a representation of B in the multiplier
algebra of C∗(A⊗max B), which we will now describe. Given b in any Bg, we
claim that there are bounded linear operators

Lb, Rb : C∗(A ⊗
max

B) → C∗(A ⊗
max

B),

such that
Lb(a⊗ c) = a⊗ bc, and Rb(a⊗ c) = a⊗ cb,

for any a in A, and any c in the total space of B.
To see this let {vi}i be an approximate identity for A, and consider the

operators Lvi⊗b on C∗(A⊗max B) given by left-multiplication by vi ⊗ b. We
then have that

Lvi⊗b(a⊗ c) = via⊗ bc
i→∞−→ a⊗ bc.

Note that this convergence is guaranteed by (25.6).
Therefore the net {Lvi⊗b}i converges pointwise on Cc(A ⊗max B) and,

being a uniformly bounded net, it actually converges pointwise everywhere
to a bounded operator which we denote by Lb, and which clearly satisfies the
required conditions. The existence of Rb is proved similarly, and it is then
easy to see that the pair (Lb, Rb) is a multiplier of C∗(A⊗max B). Moreover
the mappings

µg : b ∈ Bg 7→ (Lb, Rb) ∈ M
(
C∗(A ⊗

max
B)

)
,

once put together, form a representation

µ = {µg}g∈G

of B in M
(
C∗(A⊗max B)

)
. Feeding this representation into (16.29) provides

a *-homomorphism

ψ : C∗(B) → M
(
C∗(A ⊗

max
B)

)
,

such that ψ ◦ ȷ̂g = µg, for all g in G. In particular

ψ
(
ȷ̂g(b)

)
(a⊗ c) = a⊗ bc, ∀ b ∈ Bg, ∀ c ∈ B, ∀ a ∈ A,

where B is being used here to denote total space.
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We now prove the existence of *-homomorphism

χ : A→ M
(
C∗(A ⊗

max
B)

)
,

such that

χ(a)(a′ ⊗ c) = aa′ ⊗ c, ∀ a, a′ ∈ A, ∀ c ∈ B.

Since the reasoning is similar to the above, we limit ourselves to sketching
it. Fixing a in A and an approximate identity {vi}i for B1, one has that the
left-multiplication operators La⊗vi satisfy

La⊗vi(a
′ ⊗ c) = aa′ ⊗ vic

i→∞−→ aa′ ⊗ c, ∀ a′ ∈ A, ∀ c ∈ B,

by (16.9). The strong limit of the La⊗vi therefore exists and gives the first
coordinate of a multiplier pair (La, Ra) which we set to be χ(a).

Once the existence of χ is established, observing that the ranges of ψ
and χ commute, we may employ once again the universal property of the
maximal norm [19, Theorem 3.3.7], obtaining a *-homomorphism χ×ψ from
A⊗max C

∗(B) to the above multiplier algebra, such that

(χ× ψ)(a⊗ y) = χ(a)ψ(y), ∀ a ∈ A, ∀ y ∈ C∗(B).

In particular, for a, a′ ∈ A, b ∈ Bg, and c ∈ B (total space), we have

(
(χ× ψ)

(
a⊗ ȷ̂g(b)

))
(a′ ⊗ c) = aa′ ⊗ bc.

This implies that

(χ× ψ)
(
a⊗ ȷ̂g(b)

)
= a⊗ b,

so the range of χ × ψ is actually contained in C∗(A ⊗max B) (or rather, in
its canonical copy inside the multiplier algebra). It is now easy to see that
χ× ψ is the inverse of the map φ in (25.7.1), so the proof is concluded. □

The following is the reduced/minimal version of the result above.

25.8. Theorem. Given a C*-algebra A and a Fell bundle B, one has that

C∗
red(A ⊗

min
B) ≃ A ⊗

min
C∗

red(B),

via an isomorphism sending a⊗ b → a⊗ λg(b), for b in any Bg, and all a in
A.



25. tensor products of fell bundles 215

Proof. The first few steps of this proof are very similar to the proof of (25.7),
but significant differences will appear along the way. For each g in G, define

πg : A⊙Bg → A ⊗
min

C∗
red(B)

by
πg(a⊗ b) = a⊗ λg(b), ∀ a ∈ A, ∀ b ∈ Bg,

where λ is the regular representation of B in C∗
red(B) given in (17.4).

It is clear that the πg satisfy (24.8.i–ii). In addition, by [19, Proposition
3.6.1], we have that π1 is isometric for the minimal norm on A ⊙ B1, and
hence also continuous. It then follows from (24.8) that the πg extend to a
representation π̃ = {π̃g}g∈G of A⊗min B in A⊗min C

∗
red(B). Note that π̃1 is

then isometric on A⊗min B1.
Let us denote the integrated form of π̃ by

ρ : C∗(A ⊗
min

B) → A ⊗
min

C∗
red(B)

so that by (16.29) we have

ρ(a⊗ b) = a⊗ λg(b), ∀ a ∈ A, ∀ b ∈ Bg.

We next apply (18.5) for π̃, obtaining a *-homomorphism

ψ : C∗
red

(
A ⊗

min
B
)
→ A ⊗

min
C∗

red(B) ⊗
min

C∗
red(G),

such that for all a⊗ b in any A⊗min Bg, one has

ψ(a⊗ b) = a⊗ λg(b) ⊗ λG

g .

Since π̃1 is faithful, we have by (18.5) that ψ is faithful. Using the above
maps, in addition to the map σ provided by (18.7), we build the diagram

C∗(A⊗min B)
ρ
→ A⊗min C

∗
red(B)

Λ
y y id⊗ σ

C∗
red(A⊗min B)

ψ
→ A⊗min C

∗
red(B) ⊗min C

∗
red(G)

which the reader may easily prove to be commutative.
Since σ is faithful, we have by [19, Proposition 3.6.1], that id ⊗ σ is

faithful. We have also seen above that ψ is faithful, so one deduces that ρ
and Λ must have the same null spaces. Consequently ρ factors through the
kernel of Λ, producing the required isomorphism. □

Let us now study the approximation property for tensor products of
C*-algebras by Fell bundles.
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25.9. Proposition. Let A be a C*-algebra and B = {Bg}g∈G be a Fell
bundle. Also let τ be any C*-norm on A⊙B1, with respect to which A⊙ B
is a pre-Fell-bundle. If B satisfies the approximation property described in
(20.4), then so does A⊗τ B.

Proof. Let {vi}i∈I be an approximate identity for A, and choose a Cesaro
net {aj}j∈J for B. Considering I × J as an ordered set with coordinate-wise
order relation, it is clear that I × J is a directed set. For each (i, j) ∈ I × J ,
let

αi,j : G→ A⊗τ B1,

be defined by

αi,j(g) = vi ⊗ aj(g), ∀ g ∈ G.

We then claim that α is a Cesaro net for A⊗τ B. Indeed, given (i, j) ∈
I × J , we have

∑
g∈G

αi(g)∗αi(g) =
∑
g∈G

v∗i vi ⊗ ai(g)∗ai(g) =

= ∥v∗i vi∥
∑
g∈G

ai(g)∗ai(g) ,

where we have denoted τ by the usual norm symbol, noting that, as well as
any C*-norm on A ⊙ B1, τ is a cross norm [19, Lemma 3.4.10]. This proves
that the αi satisfy (20.4.i).

Given a in A, and b in any Bg, we have for all (i, j) ∈ I × J , that

∑
h∈G

αi(gh)∗(a⊗ b)αi(h) =
∑
h∈G

(
vi ⊗ aj(gh)

)∗
(a⊗ b)

(
vi ⊗ aj(h)

)
=

=
∑
h∈G

v∗i avi ⊗ aj(gh)∗baj(h) = v∗i avi ⊗
∑
h∈G

aj(gh)∗baj(h)
i,j→∞−→ a⊗ b.

The conclusion now follows from (20.5). □

Recall from [19, Theorem 3.8.7] that a C*-algebra A is nuclear if, for
every C*-algebra B, there is a unique C*-norm on A ⊙ B. This is clearly
the same as saying that the maximal and minimal tensor norms on A ⊙ B
coincide.

The next result gives sufficient conditions for the nuclearity of cross sec-
tional C*-algebras.
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25.10. Proposition. Suppose that the Fell bundle B satisfies the approx-
imation property and that B1 is nuclear. Then C∗(B), which is necessarily
isomorphic to C∗

red(B), is also nuclear.

Proof. We must check that, for any C*-algebra A, there is only one C*-norm
on A ⊙ C∗(B). This is equivalent to showing that the canonical map from
the maximal to the minimal tensor product, shown in the first row of the
diagram below, is an isomorphism.

A⊗max C
∗(B) A⊗min C

∗(B)

C∗(A⊗max B
)

C∗(A⊗min B) C∗
red(A⊗min B)

....................................................................................................................................................................................................................................................................................................... ......
....

.......

.......

.......

.......

.......

.......

.......

.......

.......

............

..........

.......

.......

.......

.......

.......

.......

.......

.......

.......

............

..........

= .................................................................. ......
....

Λ

Consider the isomorphisms of (25.7) and (25.8) in place of the left and
right-hand vertical arrows above, respectively. Observe, in addition, that
since B1 is nuclear by hypothesis, the maximal and minimal norms on A⊙B1

coincide, so that A⊗maxB and A⊗minB are in fact equal. Moreover A⊗minB
satisfies the approximation property by (25.9), and hence is amenable by
(20.6), so its regular representation, marked as Λ in the above diagram, is
an isomorphism. Finally, since all maps above are essentially the identity
on the various dense copies of A⊙ Cc(B), we deduce that the diagram com-
mutes, which implies that the arrow in the first row of the diagram is an
isomorphism, as desired. □

The following is a a partial converse of the above result:

25.11. Theorem. If the reduced cross-sectional C*-algebra of a Fell bundle
B is nuclear, then B is amenable.

Proof. Consider the diagram

C∗(B)
S−→ C∗

red(B) ⊗max C
∗
red(G)

Λ
y y q

C∗
red(B)

σ→ C∗
red(B) ⊗min C

∗
red(G)

where σ is provided by (18.7), S by (18.9), and q is the natural map from the
maximal to the minimal tensor product. By checking on elements of the form
ȷ̂g(b), it is easy to see that the diagram commutes. Assuming that C∗

red(B)
is nuclear, we have that q is injective by [19, 3.6.12], and hence Λ is injective
as well. □

Our next result gives sufficient conditions for the reduced cross sectional
C*-algebra of a Fell bundle to be exact.
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25.12. Proposition. Let B = {Bg}g∈G be a Fell bundle over an exact
group G, such that B1 is an exact C*-algebra. Then C∗

red(B) is exact.

Proof. Let

0 → J
ι→ A

π→ Q→ 0

be an exact sequence of C*-algebras. We need to prove that

0 → J ⊗
min

C∗
red(B)

ι⊗id
−→ A ⊗

min
C∗

red(B)
π⊗id
−→ Q ⊗

min
C∗

red(B) → 0 (25.12.1)

is also exact.
Considering the Fell bundles J⊗minB, A⊗minB, andQ⊗minB, introduced

in (25.4), we will next show that J ⊗min B is naturally isomorphic to an ideal
in A⊗min B, and the corresponding quotient is isomorphic to Q⊗min B. By
[19, Theorem 3.5.3] we have that both

ι⊗ id : J ⊙B1 → A⊙B1, and π ⊗ id : A⊙B1 → Q⊙B1

are continuous for the minimal tensor product norms, so we may employ
(25.5) to conclude that there are morphisms

ι̃ = {ιg}g∈G, and π̃ = {πg}g∈G

from J ⊗min C
∗
red(B) to A ⊗min C

∗
red(B), and from there to Q ⊗min C

∗
red(B),

respectively.
By [19, Theorem 3.6.1] we have that ι⊗ id, also known as ι1, is injective

on J⊗minB1, so all the ιg are isometric by (21.4.a). We may therefore identify
J ⊗min C

∗
red(B) with a Fell sub-bundle of A⊗min C

∗
red(B).

By first checking the conditions in (21.10.b) for the corresponding dense
algebraic tensor products it is easy to see that J ⊗min C

∗
red(B) is in fact an

ideal in A⊗min C
∗
red(B).

It is evident that each πg vanishes on J ⊗min Bg, and we claim that the
null space of πg is precisely J ⊗minBg. For the special case g = 1 this follows
from the exactness of the sequence

0 → J ⊗
min

B1

ι⊗id
−→ A ⊗

min
B1

π⊗id
−→ Q ⊗

min
B1 → 0,

since B1 is assumed to be an exact C*-algebra. Given an arbitrary g in G,
and given any x in A⊗min Bg, with πg(x) = 0, we have that

0 = πg(x)∗πg(x) = π1(x∗x),

from where we conclude that x∗x lies in J ⊗min B1. Then

x
(15.3)

= lim
n→∞

x(x∗x)1/n ∈
[
(A ⊗

min
Bg)(J ⊗

min
B1)

]
⊆ J ⊗

min
Bg.
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This shows that indeed J ⊗min Bg = Ker(πg).
Observe that the range of each πg contains the dense subspace Q⊙Bg,

so πg is surjective by (21.4.b). Together with the above conclusion about the
kernel of πg we then conclude that Q ⊗min Bg is isomorphic to the quotient
of A ⊗min Bg by J ⊗min Bg. In other words, Q ⊗min B is isomorphic to the
quotient Fell bundle (

A ⊗
min

B
)/(

J ⊗
min

B
)
.

We may then invoke (21.18) to obtain the exact sequence of C*-algebras

0 → C∗
red

(
J ⊗

min
B
)
→ C∗

red

(
A ⊗

min
B
)
→ C∗

red

(
Q ⊗

min
B
)
→ 0.

The isomorphisms provided by (25.8) may now be used to transform this
sequence into (25.12.1), which is therefore also an exact sequence. This con-
cludes the proof. □

Notes and remarks. This chapter is based on [7, Sections 5 and 6]. In par-
ticular, Theorem (25.11) first appeared in [7, Theorem 6.4] and Proposition
(25.12) is from [7, Proposition 5.2].
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26. SMASH PRODUCT

The title of this chapter, as well as the terminology for the main concept
to be introduced here, is taken from the theory of Hopf algebras, where one
defines the smash product of an algebra by the co-action of a Hopf algebra.

In the special case of the Hopf C*-algebra C∗(G), where G is a discrete
group, Quigg has shown that co-actions correspond to Fell bundles [91]. In-
cidentally, our study of Fell bundles may therefore be seen as a special case
of the theory of co-actions of Hopf C*-algebras. Having decided to concen-
trate on Fell bundles, rather than more general co-actions, we will likewise
introduce the notion of smash product, below, in an ad-hoc way, avoiding the
whole apparatus of Hopf algebras. Our limited view of smash products will
nevertheless have many important applications in the sequel.

Given a group G, we will denote the algebra of all compact operators on
ℓ2(G) by K

(
ℓ2(G)

)
. Given g in G, we will let eg be the canonical basis vector

of ℓ2(G), and for each g, h ∈ G, we will denote by eg,h the rank-one operator
on ℓ2(G) defined by

eg,h(ξ) = ⟨ξ, eh⟩eg, ∀ ξ ∈ ℓ2(G),

so that
eg,h(ek) = δh,keg, ∀ k ∈ G.

It is well known that K
(
ℓ2(G)

)
is the closed linear span of the set formed by

all the eg,h.
Since K

(
ℓ2(G)

)
is a nuclear algebra, the minimal tensor product of a

C*-algebra A by K
(
ℓ2(G)

)
is isomorphic to its maximal version, so we will

use the symbol “⊗” in
A⊗K

(
ℓ2(G)

)
,

indistinctly meaning “⊗min” or “⊗max”.

26.1. Proposition. If B = {Bg}g∈G is a Fell bundle, then the subset of
C∗(B) ⊗K

(
ℓ2(G)

)
given by

B ♯
0G =

∑
g,h∈G

Bg−1h ⊗ eg,h

is a *-subalgebra.
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Proof. It is enough to notice that, for every g, h, k, l ∈ G, one has that

(Bg−1h ⊗ eg,h)(Bk−1l ⊗ ek,l) ⊆ δh,k(Bg−1hBh−1l ⊗ eg,l) ⊆ Bg−1l ⊗ eg,l,

and also that
(Bg−1h ⊗ eg,h)∗ = Bh−1g ⊗ eh,g. □

26.2. Definition. The smash product30 of the Fell bundle B by G, denoted
B ♯G, is the closed *-subalgebra of C∗(B)⊗K

(
ℓ2(G)

)
given by the closure of

B ♯
0G.

26.3. Remark. If B is any graded C*-algebra whose grading coincides with
our Fell bundle B, we could define a variant of B ♯

0G by looking at∑
g,h∈G

Bg−1h ⊗ eg,h

as a subalgebra of B ⊗ K
(
ℓ2(G)

)
, as opposed to C∗(B) ⊗ K

(
ℓ2(G)

)
. Its

closure within B⊗K
(
ℓ2(G)

)
could then be taken as an alternative definition

of B ♯G. However it is not difficult to see that this alternative smash product
is isomorphic to the one defined in (26.2). The reason is that for all finite
subsets F ⊆ G, the set

SF :=
∑

g,h∈F
Bg−1h ⊗ eg,h,

(no closure) seen within B ⊗ K
(
ℓ2(G)

)
, is a closed *-subalgebra whose iso-

morphism class clearly does not depend on the way B is represented in B.
Since the smash product (any variant of it) is the inductive limit of the SF ,
as F ranges over the finite subsets of G, we then see that the smash product
itself does not depend on the graded algebra B. Our choice of C∗(B) in the
definition of B ♯G, above, is therefore arbitrary.

Faithfully representing C∗(B) on a Hilbert space H, we have that

C∗(B) ⊗K
(
ℓ2(G)

)
⊆ L

(
H ⊗ ℓ2(G)

)
, (26.4)

(where we think of the tensor product sign in the left-hand-side above as
the spatial tensor product). Hence we may also view B ♯G as an algebra of
operators on H ⊗ ℓ2(G).

Observe that we have for all g, h, k ∈ G, that

(1 ⊗ eg,g)(Bh−1k ⊗ eh,k) = δgh(Bh−1k ⊗ eh,k) ⊆ B ♯G, (26.5)

from where we see that (1 ⊗ eg,g)(B ♯G) ⊆ B ♯G, and similarly one has that
(B ♯G)(1 ⊗ eg,g) ⊆ B ♯G. In other words, 1 ⊗ eg,g is a multiplier of B ♯G.

It should be noticed, however, that the same is not true for 1 ⊗ eg,h,
when g ̸= h.

30 One may prove that C∗(B) admits a co-action of the Hopf algebra C∗(G), and a
construction based on the usual Hopf algebra concept of smash product leads to the notion
presently being introduced.
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26.6. Proposition. Given any w in B ♯G, and given g and h in G, there is
a unique wg,h ∈ Bg−1h such that

(1 ⊗ eg,g)w(1 ⊗ eh,h) = wg,h ⊗ eg,h.

Proof. This is obvious for w in B ♯
0G. So the result follows from the density

of the latter in B ♯G. □
We will soon be dealing with numerous ideals in B ♯G. In preparation for

this we present the following simple criterion for deciding when an element
of B ♯G belongs to a given ideal.

26.7. Proposition. Let J be a closed subspace of B ♯G. Given w in B ♯G,
consider the statements:

(i) wg,h ⊗ eg,h ∈ J , for all g and h in G,

(ii) w ∈ J .

Then (i) implies (ii). In case J satisfies

(1 ⊗K)J(1 ⊗K) ⊆ J,

in particular if J is a two-sided ideal, the converse also holds.

Proof. For every finite subset F ⊆ G, let

PF =
∑
g∈F

1 ⊗ eg,g.

We then claim that,

w = lim
F↑G

PFwPF , ∀w ∈ B ♯G,

where we think of the collection of all finite subsets F ⊆ G as a directed set
relative to set inclusion. The reason for the claim is that it clearly holds for
w ∈ B ♯

0G, which is dense in B ♯G, while the PF are uniformly bounded.
Observe that for F as above, we have

PFwPF =
∑

g,h∈F
(1 ⊗ eg,g)w(1 ⊗ eh,h)

(26.6)
=

∑
g,h∈F

wg,h ⊗ eg,h.

Thus, assuming that w satisfies (i), we deduce that PFwPF is in J , and
hence also that w is in J , because J is closed under taking limits.

The last assertion in the statement is obvious, observing that closed two-
sided ideals are invariant under left and right multiplication by multipliers of
the ambient algebra. □
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26.8. Definition. The restricted smash product of the Fell bundle B by G,
denoted B ♭G, is defined to be

B ♭G =
∑

g,h∈G
[Bg−1Bh] ⊗ eg,h,

where the closure is taken within C∗(B) ⊗K
(
ℓ2(G)

)
.

Observe that B ♭G ⊆ B ♯G, because [Bg−1Bh] ⊆ Bg−1h. Moreover, unless
B is saturated, this is a proper inclusion.

26.9. Proposition. One has that B ♭G is a closed two-sided ideal of B ♯G.

Proof. Given g, h, k, l ∈ G, notice that

(Bg−1h ⊗ eg,h)(Bk−1Bl ⊗ ek,l) ⊆ δh,k(Bg−1hBh−1Bl ⊗ eg,l) ⊆

⊆ Bg−1Bl ⊗ eg,l ⊆ B ♭G,

from where we deduce that B ♭G is a left ideal of B ♯G, and a similar reasoning
proves it to be a right ideal as well. □

We may now use our membership criterion (26.7) to characterize ele-
ments of B ♭G as follows:

26.10. Proposition. Let w be in B ♯G. Then the following are equivalent:

(i) wg,h ∈ [Bg−1Bh] (closed linear span), for every g and h in G,

(ii) w ∈ B ♭G.

Proof. (i) ⇒ (ii) Follows from (26.7).

(ii) ⇒ (i) Evident. □
Recalling that λG denotes the left-regular representation of G on ℓ2(G),

notice that

λG

geh,k = egh,k, and eh,kλ
G

g = eh,g−1k, ∀ g, k, h ∈ G.

Consequently,
λG

geh,kλ
G

g−1 = egh,gk,

from where we see that

(1 ⊗ λG

g)(Bh−1k ⊗ eh,k)(1 ⊗ λG

g−1) = Bh−1k ⊗ egh,gk =

= B(gh)−1(gk) ⊗ egh,gk ⊆ B ♯G.

This implies that B ♯G is invariant under conjugation by 1 ⊗ λG
g , so we may

define an action Γ of G on B ♯G by

Γg : w ∈ B ♯G 7→ (1 ⊗ λG

g)w(1 ⊗ λG

g−1) ∈ B ♯G. (26.11)
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Notice that the ideal B ♭G is not necessarily invariant under Γ, since

(1 ⊗ λG

g)(Bh−1Bk ⊗ eh,k)(1 ⊗ λG

g−1) = Bh−1Bk ⊗ egh,gk,

and there is no reason why

Bh−1Bk
?
⊆ [Bh−1g−1Bgk],

even though both of these are subset of Bh−1k. In case B is saturated then
[Bh−1Bk] and [Bh−1g−1Bgk] both coincide with Bh−1k, and hence the above
inclusion would hold, but in general it does not.

Regardless of this lack of invariance, we may still restrict Γ to a partial
action ∆ of G on B ♭G, according to (3.2).

26.12. Definition. Let B be a Fell bundle.

(a) The global action Γ of G on B ♯G, defined above, will be called the dual
global action for B.

(b) The partial action ∆ of G, obtained by restricting Γ to B ♭G, will be
called the dual partial action for B.

The justification for this terminology is as follows: if B is the Fell bundle
formed by the spectral subspaces for an action θ of a compact abelian group
K on a C*-algebra B, one may show that the crossed product B⋊θK is
isomorphic to B ♯G, and that dual action of K̂ on B⋊θK is equivalent to the
dual global action defined above.

The dual partial action will play a central role from now on, so it pays
to describe the ideals involved:

26.13. Proposition. For each g in G, let Eg = Γg(B ♭G) ∩ (B ♭G). Then

Eg =
∑

h,k∈G
[Bh−1DgBk] ⊗ eh,k,

where Dg = [BgBg−1 ].

Proof. Given w in Eg, in particular w is in B ♭G, so we have by (26.10) that
wh,k ∈ [Bh−1Bk], for all h and k in G. Since w is also in Γg(B ♭G), then
y := Γg−1(w) ∈ B ♭G, so

[Bh−1gBg−1k] ∋ yg−1h,g−1k = wh,k.

Choosing approximate identities {ui}i and {vj}j , for the ideals [Bh−1Bh]
and [Bk−1Bk], respectively, we have by (16.11) that

wg,h = lim
i,j

uiwg,hvj ∈ [Bh−1BhBh−1gBg−1kBk−1Bk] ⊆
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⊆ [Bh−1BgBg−1Bk] = [Bh−1DgBk].

That w is in the set on the right-hand side in the statement then follows from
(26.7), therefore proving “⊆”.

Conversely, given g, h, k ∈ G, notice that Dg ⊆ B1, so DgBk ⊆ Bk,
whence

Bh−1DgBk ⊗ eh,k ⊆ Bh−1Bk ⊗ eh,k ⊆ B ♭G.

On the other hand we also have that

[Bh−1DgBk] = [Bh−1BgBg−1Bk] ⊆ [Bh−1gBg−1k],

so Bh−1DgBk ⊗ eg−1h,g−1k is also contained in B ♭G. We thus have that

Bh−1DgBk ⊗ eh,k =

= (1 ⊗ λG

g)(Bh−1DgBk ⊗ eg−1h,g−1k)(1 ⊗ λG

g−1) ⊆ Γg(B ♭G),

proving that each Bh−1DgBk ⊗ eh,k is contained in Eg. This shows the re-
maining inclusion “⊇”, and hence the proof is concluded. □

Since ∆ is a restriction of Γ, it is interesting to ask what exactly is the
globalization of ∆. The answer could not be other than the corresponding
dual global action!

26.14. Proposition. The dual global action for a Fell bundle is the global-
ization of the corresponding dual partial action.

Proof. Calling our bundle B = {Bg}g∈G, all we must do is prove that∑
g∈G

Γg(B ♭G)

is dense in B ♯G. For each g and h in G, observe that Bg−1h ⊗ e1,g−1h is
contained in B ♭G. Moreover

Γg(Bg−1h ⊗ e1,g−1h) = Bg−1h ⊗ eg,h,

so Bg−1h ⊗ eg,h is contained in the orbit of B ♭G under Γ, from where the
proof follows. □

Notes and remarks. Algebras resembling the restricted smash product in the
context of partial actions first appeared in [44]. In the case of partial actions
of continuous groups, the smash product was used by Abadie in [1] and [2].
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27. STABLE FELL BUNDLES AS PARTIAL

CROSSED PRODUCTS

As we have seen in (17.11.vi&vii), a partial crossed product is always a graded
C*-algebra. In this chapter we will present one of the most important results
of the theory of partial actions, proving a converse of the above statement
under quite broad hypotheses.

The most general form of such a converse is unfortunately not true,
meaning that not all graded C*-algebras are partial crossed products. This
may be seen from the following example: consider the Z-grading of M3(C)
given by

B0 =

⋆ 0 0
0 ⋆ ⋆
0 ⋆ ⋆

 , B1 =

 0 0 0
⋆ 0 0
⋆ 0 0

 , B−1 =

 0 ⋆ ⋆
0 0 0
0 0 0

 ,
while Bn = {0}, for all n ∈ Z\{0,±1}. In order to see that this grading does
not arise from a partial action, let us argue by contradiction and suppose
that there is a partial action

θ =
(
{Dn}n∈Z, {θn}n∈Z

)
of Z on B0 whose associated semi-direct product bundle coincides with the
Fell bundle given by the above grading of M3(C). In this case, one would
have

[B−1B1]
(8.14.f)

= D−1 ≃ D1 = [B1B−1], (27.1)

(brackets meaning closed linear span) but notice that

[B−1B1] =

⋆ 0 0
0 0 0
0 0 0

 , and [B1B−1] =

 0 0 0
0 ⋆ ⋆
0 ⋆ ⋆

 ,
which are not isomorphic algebras, hence bringing about a contradiction.

Further analyzing this contradiction, notice that even though [B−1B1]
and [B1B−1] fail to be isomorphic, they are Morita-Rieffel-equivalent, given
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that B1 is an imprimitivity bimodule. More generally, if B is any graded
C*-algebra with grading {Bg}g∈G, then for every g in G, one has that

Dg := [BgBg−1 ]

is an ideal in B1.

Assuming that the grading arises from a partial action, as in (17.11), then
Dg−1 is isomorphic to Dg by the reasoning used in (27.1). But, regardless
of this assumption, Dg−1 is always Morita-Rieffel-equivalent to Dg, with Bg
playing the role of the imprimitivity bimodule. Thus, considering Morita-
Rieffel-equivalence as a weak form of isomorphism, we see that the rudiments
of a partial action are present in any graded C*-algebra. Furthermore, in case
B1 is a separable stable C*-algebra, then by [17] the above Morita-Rieffel-
equivalence actually implies that Dg−1 is isomorphic to Dg, so we may choose,
for each g, an isomorphism

θg : Dg−1 → Dg,

getting us even closer to obtaining a partial action.

In this chapter we will carefully explore these ideas in order to prove that
every separable Fell bundle with stable unit fiber algebra is isomorphic to the
semi-direct product bundle for a suitable partial action of the base group on
B1.

Recall that a C*-algebra A is said to be stable if A is isomorphic to the
tensor product of some other C*-algebra B by the algebra K of all compact
operators on a separable, infinite dimensional Hilbert space. In symbols

A ≃ B ⊗K.

We again refrain from specifying either “⊗min” or “⊗max”, since K is a nuclear
C*-algebra, whence the minimal and maximal norms are equal.

Since K ⊗K ≃ K, in case A is stable we have

A ≃ B ⊗K ≃ B ⊗K ⊗K ≃ A⊗K,

which is to say that the algebra B, referred to above, might as well be taken
to be A itself.

We will now present a useful criterion for the stability of C*-algebras.
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27.2. Lemma. A C*-algebra A is stable if and only if there exists a non-
degenerate *-homomorphism from K to the multiplier algebra M(A).

Proof. Assuming that A is stable, write A = B⊗K, where B is a C*-algebra.
Supposing without loss of generality that B is faithfully represented on a
Hilbert space H, we may view B ⊗ K as an algebra of operators on H ⊗ ℓ2.
Defining

γ : k ∈ K 7→ 1 ⊗ k ∈ L(H ⊗ ℓ2),

it is easy to see that the range of γ is contained in the algebra of multipliers
of B ⊗ K and that, seen as a map from K to M(B ⊗ K) = M(A), one has
that γ is non-degenerate.

Conversely, given a non-degenerate *-homomorphism from K to M(A),
let {ei,j}i,j∈N be the standard matrix units of K = K(ℓ2), and let

B = γ(e1,1)Aγ(e1,1).

For each n ∈ N one may easily prove that the map

φn : {bi,j}ni,j=1 ∈ Mn(B) 7−→
n∑

i,j=1

γ(ei,1)bi,jγ(e1,j) ∈ A,

is an injective *-homomorphism. After also checking that these maps are
compatible with the usual inductive limit structure of

B ⊗K ≃ lim
−→

Mn(B),

we obtain a *-homomorphism

φ : B ⊗K → A,

which is easily seen to be injective. In order to prove that φ is also surjective,
first notice that

a = lim
n→∞

n∑
i,j=1

γ(ei,i)aγ(ej,j), ∀ a ∈ A, (27.2.1)

since γ is assumed to be non-degenerate. Given a ∈ A, and setting

bi,j = γ(e1,i)aγ(ej,1), ∀ i, j ≤ n,

one has that b := {bi,j}ni,j=1 is an element of Mn(B), and that

φn(b) =
n∑

i,j=1

γ(ei,1)γ(e1,i)aγ(ej,1)γ(e1,j) =
n∑

i,j=1

γ(ei,i)aγ(ej,j)
(27.2.1)

−→ a,

proving that φ is surjective. Therefore A ≃ B⊗K, and hence A is stable. □
Our first use of this tool will be in proving the stability of B ♭G under

appropriate hypotheses.
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27.3. Lemma. Let B = {Bg}g∈G be a Fell bundle over a countable group
G. If B1 is stable, then so is B ♭G.

Proof. Recall that if C∗(B) is faithfully represented on a Hilbert space H,
then

B ♭G ⊆ C∗(B) ⊗K ⊆ L
(
H ⊗ ℓ2(G)

)
,

where K = K
(
ℓ2(G)

)
. Considering the representation of B1 on H ⊗ ℓ2(G)

given by
π(b) = b⊗ 1, ∀ b ∈ B1,

it is easy to see that the range of π is contained in the multiplier algebra of
B ♭G, so we may view π as a *-homomorphism

π : B1 → M(B ♭G),

(which should not be confused with another rather canonical mapping from
B1 to B ♭G, namely b→ b⊗ e1,1).

We claim that π is non-degenerate. In order to see this, let {vi}i∈I be an
approximate identity for B1. Then, for every g, h ∈ G, and every b ∈ Bg−1Bh,
one has that

π(vi)(b⊗ eg,h) = (vi ⊗ 1)(b⊗ eg,h) = vib⊗ eg,h
i→∞−→ b⊗ eg,h,

by (16.9). This shows that π is non-degenerate, as desired.
It is well known that if C and D are C*-algebras, and φ : C → M(D) is a

given non-degenerate *-homomorphism, then φ admits a unique extension to
a unital *-homomorphism φ̃ : M(C) → M(D). Applying this to the present
situation, let

π̃ : M(B1) → M(B ♭G)

be the extension of π thus obtained. Since B1 is stable, we may use (27.2)
to get a non-degenerate *-homomorphism γ : K → M(B1), and we may then
consider the composition

K
γ
→ M(B1)

π̃→ M(B ♭G),

which we denote by σ. Notice that

[σ(K)(B ♭G)] = [σ(K)π(B1)(B ♭G)] = [π̃
(
γ(K)

)
π(B1)(B ♭G)] =

= [π̃
(
γ(K)B1

)
(B ♭G)] = [π(B1)(B ♭G)] = B ♭G,

so σ is non-degenerate, and hence B ♭G is stable. □
The reader could use the above method to show that, if B1 is stable,

then C∗(B) and C∗
red(B) are also stable.

The following is a slight improvement on [16, Lemma 2.5], using ideas
from the proof of [17, Theorem 3.4]:
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27.4. Lemma. Let A be a separable stable C*-algebra. If p is a full pro-
jection31 in M(A) such that pAp is also stable, then there is v ∈ M(A) such
that v∗v = 1, and vv∗ = p.

Proof. Let e be any minimal projection in K, for example e = e1,1. We first
claim that there exists vA ∈ M(A⊗K) such that

v∗
A
v
A

= 1 ⊗ 1, and v
A
v∗
A

= 1 ⊗ e. (27.4.1)

To see this, recall that any two separable infinite dimensional Hilbert
spaces are isometrically isomorphic to each other, so there is u in M(K⊗K)
such that u∗u = 1 ⊗ 1, and uu∗ = 1 ⊗ e. Letting φ : A ⊗ K → A be any
*-isomorphism, notice that

φ⊗ id : A⊗K ⊗K → A⊗K

is also a *-isomorphism, which therefore extends to the respective multiplier
algebras. Defining v

A
= (φ⊗ id)(1 ⊗ u), observe that

v∗
A
v
A

= (φ⊗ id)
(
(1 ⊗ u)∗(1 ⊗ u)

)
= (φ⊗ id)(1 ⊗ u∗u) =

= (φ⊗ id)(1 ⊗ 1 ⊗ 1) = 1 ⊗ 1,

while
v
A
v∗
A

= (φ⊗ id)
(
(1 ⊗ u)(1 ⊗ u)∗

)
= (φ⊗ id)(1 ⊗ uu∗) =

= (φ⊗ id)(1 ⊗ 1 ⊗ e) = 1 ⊗ e,

so the claim is proved.
Since B := pAp is also supposed to be stable, the same argument applies

to produce v
B
∈ M(B ⊗K), such that

v∗
B
vB = p⊗ 1, and vBv

∗
B

= p⊗ e,

where the slight difference between the above equations and (27.4.1) is due
to the fact that the unit of M(B) is called p.

We now observe that separable C*-algebras possess strictly positive ele-
ments, so we may apply [16, Lemma 2.5] to show the existence of an element
w ∈ M(A ⊗ K) such that w∗w = 1 ⊗ 1, and ww∗ = p ⊗ 1. We then define
u = v

B
wv∗

A
,

1 ⊗ 1
v
A−→ 1 ⊗ e

w
y

p⊗ 1
vB−→ p⊗ e.

31 A projection p in M(A) is said to be full , when A = [ApA] (closed linear span).
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Strictly speaking the product v
B
w makes no sense, since v

B
belongs to

M(B ⊗K), while w is in M(A⊗K). However, since

B ⊗K = (p⊗ 1)(A⊗K)(p⊗ 1),

we may naturally embed M(B⊗K) in M(A⊗K). A simple calculation then
shows that

u∗u = 1 ⊗ e, and uu∗ = p⊗ e.

Therefore u is a partial isometry and we claim that (1 ⊗ e)u(1 ⊗ e) = u. In
fact, we have

(1 ⊗ e)u(1 ⊗ e) = (1 ⊗ e)uu∗u = (1 ⊗ e)(p⊗ e)u =

= (p⊗ e)u = uu∗u = u.

The claim proved, and since e is a minimal projection, we see that u
must be of the form

u = v ⊗ e,

where v ∈ M(A) satisfies v∗v = 1, and vv∗ = p. □

From now on our study of Fell bundles will rely on (27.4), so we will
have to restrict our attention to Fell bundles satisfying suitable separability
conditions.

27.5. Definition. A Fell bundle B = {Bg}g∈G is said to be separable if

(i) G is a countable group,

(ii) every Bg is a separable Banach space.

▶ From now on we will fix a separable Fell bundle B = {Bg}g∈G. It is
then easy to see that most constructions originating from B, such as C∗(B),
C∗

red(B), B ♯G and B ♭G, lead to separable C*-algebras.

Recall from (26.5) that, for every g in G, one has that 1 ⊗ eg,g is a
multiplier of B ♯G, and hence also of B ♭G. By (26.10) the corresponding
corner of B ♭G is then

(1 ⊗ eg,g)(B ♭G)(1 ⊗ eg,g) = [Bg−1Bg] ⊗ eg,g,

and in particular

(1 ⊗ e1,1)(B ♭G)(1 ⊗ e1,1) = B1 ⊗ e1,1. (27.6)
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27.7. Proposition. 1 ⊗ e1,1 is a a full projection in M(B ♭G).

Proof. Given g in G, notice that Bg ⊗ e1,g is contained in B ♭G. The result
then follows immediately from the identity

(Bg ⊗ e1,g)
∗(1 ⊗ e1,1)(Bh ⊗ e1,h) = Bg−1Bh ⊗ eg,h. □

▶ From now on we will assume, in addition, that B1 is stable. We then have
from (27.3) that B ♭G is a separable stable C*-algebra, and in its multiplier
algebra one finds the full projection 1 ⊗ e1,1, whose associated corner is the
stable algebra B1 ⊗ e1,1. We are then precisely in the situation of (27.4), so
we conclude that there is a v ∈ M(B ♭G), such that

v∗v = 1 ⊗ 1, and vv∗ = 1 ⊗ e1,1. (27.8)

In particular the mapping

Φ1 : b ∈ B1 7→ v∗(b⊗ e1,1)v ∈ B ♭G (27.9)

is an isomorphism. It is our goal to prove that Φ1 is but one ingredient of an
isomorphism

Φ = {Φg}g∈G
between B and the semi-direct product bundle arising from the dual partial
action of G on B ♭G introduced in (26.12). We will eventually define each Φg
by the formula

Φg(b) = v∗(b⊗ e1,g)Γg(v)δg, ∀ b ∈ Bg,

and in preparation for this we first prove the following technical facts:

27.10. Lemma. For every g in G, one has that

(i) Bg ⊗ e1,g ⊆ Eg,

(ii) if y ∈ Eg, then ∆g−1(vy)v∗ ∈ Bg ⊗ eg−1,1.

Proof. By (26.13) we have that

Bh−1DgBk ⊗ eh,k ⊆ Eg,

for every h and k in G. So, plugging in h = 1, and k = g, and using (16.12),
we see that (i) follows.

In order to prove (ii), recall that ∆ is the restriction of Γ to B ♭G, and
that, in turn, Γ is the adjoint action relative to the unitary representation
1 ⊗ λG, as defined in (26.11). Therefore Γ may be seen as an action of G on
the whole algebra of bounded operators on H ⊗ ℓ2(G) (see (26.4)).

Given y in Eg, let x = ∆g−1(vy)v∗, so

x = ∆g−1(vv∗vy)v∗vv∗
(27.8)

= Γg−1(1 ⊗ e1,1)∆g−1(vy)v∗(1 ⊗ e1,1) =

= (1 ⊗ eg−1,g−1)x(1 ⊗ e1,1)
(26.6)

= xg−1,1 ⊗ eg−1,1.

Using (26.10), we have that xg−1,1 ∈ Bg, proving (ii). □
We may now prove the main result of this chapter:
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27.11. Theorem. Let B be a separable Fell bundle whose unit fiber algebra
B1 is stable. Then there exists a C*-algebraic partial action of G of B1 whose
associated semi-direct product bundle is isomorphic to B.

Proof. As already mentioned we will prove that B is isomorphic to the semi-
direct product bundle for the dual partial action of G on B ♭G. One may
then transfer this action over to B1 via the isomorphism of (27.9), arriving
at the conclusion in the precise form stated above.

Working with the multiplier v of B ♭G, as in (27.8), recall that v also
acts as a multiplier of any ideal of B ♭G, such as Eg and Eg−1 . Consequently
Γg(v) may be seen as a multiplier of Γg(Eg−1) = Eg, so we see that32

v∗EgΓg(v) ⊆ Eg.

Using (27.10.i), we then have that

φg : b ∈ Bg 7→ v∗(b⊗ e1,g)Γg(v) ∈ Eg,

is a well defined map for each g in G. On the other hand, by (27.10.ii) we
see that there is a map

ψg : Eg → Bg,

such that
ψg(y) ⊗ eg−1,1 = ∆g−1(vy)v∗, ∀ y ∈ Eg. (27.11.1)

We will now prove that φg and ψg are each other’s inverse. For this,
notice that if y ∈ Eg, then

φg
(
ψg(y)

)
= v∗(ψg(y) ⊗ e1,g)Γg(v) =

= v∗Γg
(
(ψg(y) ⊗ eg−1,1)v

) (27.11.1)
= v∗Γg

(
∆g−1(vy)v∗v

) (27.8)
= y.

On the other hand, given b in Bg, we have

ψg
(
φg(b)

)
⊗ eg−1,1 = ∆g−1(vφg(b))v

∗ = ∆g−1

(
vv∗(b⊗ e1,g)Γg(v)

)
v∗

(27.8)
=

= ∆g−1

(
(1 ⊗ e1,1)(b⊗ e1,g)Γg(v)

)
v∗ = ∆g−1

(
(b⊗ e1,g)Γg(v)

)
v∗ =

= (b⊗ eg−1,1)vv∗ = (b⊗ eg−1,1)(1 ⊗ e1,1) = b⊗ eg−1,1,

from where we see that ψg
(
φg(b)

)
= b, whence ψg is indeed the inverse of φg.

Since both of these maps are contractive, then both are in fact isometries.
We then define

Φg : Bg → Egδg,

32 Observe that if u = (Lu, Ru) and v = (Lv , Rv) are multipliers of Eg , then for every
a in Eg , the expression uav stands for either Lu(Rv(a)) or Rv(Lu(a)), which coincide
with each other thanks to (7.9), and to the fact that Eg , being a C*-algebra, is both
non-degenerate and idempotent.
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by
Φg(b) = φg(b)δg, ∀ b ∈ Bg,

and we will prove that the collection of maps Φ = {Φg}g∈G gives an isomor-
phism from B to the semi-direct product bundle relative to ∆.

Since we already know that the Φg are bijective, it now suffices to prove
that Φ is a morphism of Fell bundles. We begin by proving (21.1.i). Given
b ∈ Bg, and c ∈ Bh, let x = φg(b), and y = φh(c). We then have

Φg(b)Φh(c) = (xδg)(yδh) = ∆g

(
∆g−1(x)y

)
δgh = xΓg(y)δgh =

= v∗(b⊗ e1,g)Γg(v)Γg
(
v∗(c⊗ e1,h)Γh(v)

)
δgh =

= v∗(b⊗ e1,g)Γg(1 ⊗ e1,1)(c⊗ eg,gh)Γgh(v)δgh =

= v∗(b⊗ e1,g)(1 ⊗ eg,g)(c⊗ eg,gh)Γgh(v)δgh =

= v∗(bc⊗ e1,gh)Γgh(v)δgh = Φgh(bc).

Referring to (21.1.ii), pick b in any Bg, and notice that

Φg(b)
∗ =

(
φg(b)δg

)∗
= ∆g−1

(
φg(b)

∗)δg−1 =

= Γg−1

(
Γg(v

∗)(b∗ ⊗ eg,1)v
)
δg−1 = v∗(b∗ ⊗ e1,g−1)Γg−1(v)δg−1 =

= Φg−1(b∗).

This concludes the proof. □
As an application of this to graded algebras we present the following:

27.12. Corollary. Suppose we are given a countable group G, and a sep-
arable, topologically G-graded C*-algebra B. Suppose moreover that B1 is
stable and the canonical conditional expectation onto B1 is faithful. Then
there exists a partial action of G on B1 such that

B ≃ B1⋊redG.

Proof. All of the conditions of (27.11) are clearly fulfilled for the associated
Fell bundle B, so we may assume that B is the semi-direct product bundle
for a partial action of G on B1. By (19.8) we then have that B is isomorphic
to the reduced cross-sectional C*-algebra of B, also known as B1⋊redG. □

Notes and remarks. The fact that every separable, stable Fell bundle arises
from a partial crossed product is known for almost 20 years [47, Theorem 7.3],
except that the partial action might be twisted by a cocycle. On the other
hand, the so called Packer-Raeburn trick [84, Theorem 3.4] asserts that, up
to stabilization, every twisted global action is exterior equivalent to a genuine
(untwisted) action. Therefore it has been widely suspected that the cocycle
in [47, Theorem 7.3] could be eliminated. Theorem (27.11) does precisely
that. It has been proven by Sehnem in her Masters Thesis [98]. A purely
algebraic version of [47, Theorem 7.3] may be found in [34, Theorem 8.5].
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28. GLOBALIZATION IN THE C*-CONTEXT

The question of globalization is one of the richest parts of the theory of partial
actions. Recall that partial actions on sets always have a unique globalization
(3.5), and so do partial actions on topological spaces (5.5), although not
always on a Hausdorff space (5.6). In the case of algebraic partial actions,
existence (6.14) and uniqueness (6.7) may fail, except when the corresponding
ideals are unital (6.13).

With such a track record, when it comes to C*-algebras we clearly
shouldn’t expect a smooth ride. In order to be able to properly discuss
globalization for C*-algebraic partial actions we will need a large part of the
material developed so far and it is for this reason that the present chapter
has been postponed until now.

The concept of restriction, as defined in (3.2), is perfectly suitable for
the category of C*-algebras, requiring no further adaptation. In other words,
if η is a global C*-algebraic action of a group G on an algebra B, and if
we are given a closed two-sided ideal A ⊴ B, the restriction of η to A gives
a bona fide C*-algebraic partial action of G on A. However the concept of
globalization given in (6.6) requires some fine tuning if it is to be of any
use when working with C*-algebras. The difference between (6.6) and the
following definition is essentially the occurrence of the word closure below.

28.1. Definition. Let η be a C*-algebraic global action of a group G on
an algebra B, and let A be a closed two-sided ideal of B. Also let θ be the
partial action obtained by restricting η to A. If B is the closure of∑

g∈G
ηg(A),

we will say that η is a C*-algebraic globalization of θ.

It is not difficult to adapt the example given in (6.14) to produce a
C*-algebraic partial action admitting no globalization. However, example
(6.7), exploiting a somewhat grotesque algebraic structure (identically zero
product) to show the lack of uniqueness for globalizations of algebraic partial
actions, has no counterpart for C*-algebras: our next result shows that if a
C*-algebraic partial action admits a globalization, then that globalization is
necessarily unique.
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28.2. Proposition. Let θ = ({Dg}g∈G, {θg}g∈G) be a C*-algebraic partial
action of the group G on the algebra A, and suppose that for each k = 1, 2,
we are given a globalization ηk of θ, acting on a C*-algebra Bk. Then there
exists an equivariant *-isomorphism

φ : B1 → B2

which is the identity on the respective copies of A within B1 and B2.

Proof. As a first step we claim that, if a and b are in A, then

η1

g(a)b = η2

g(a)b, ∀ g ∈ G. (28.2.1)

Choosing an approximate identity {vi}i for Dg−1 , notice that {θg(vi)}i
is an approximate identity for Dg. Also, since

ηk

g(a)b ∈ ηk

g(A) ∩A = Dg, ∀ k = 1, 2,

we have

ηk

g(a)b = lim
i→∞

θg(vi)η
k

g(a)b = lim
i→∞

ηk

g(via)b = lim
i→∞

θg(via)b,

where the last step is justified by the fact that via is in Dg−1 . Since the
right-hand-side above does not depend on k, the claim is proved.

Recall that each Bk is the closure of the sum of the ideals ηk
g(A), for g

in G. This suggests the following slightly more general situation: suppose we
are given a C*-algebra B, which is the closure of the sum of a family {Ji}i∈I
of closed two-sided ideals. Then every b in B acts as a multiplier of each Ji
by left and right multiplication, thus providing a canonical *-homomorphism

µi : B → M(Ji).

Setting
µ =

∏
i∈I µi : B →

∏
i∈I M(Ji),

(here the product on the right-hand-side is defined to be the C*-algebra
formed by all bounded families x = (xi)i∈I , with each xi in M(Ji), equipped
with coordinate-wise operations and the supremum norm), we claim that µ
is injective. In fact, if b ∈ B is such that µi(b) = 0, for all i ∈ I, then

bx = 0, ∀x ∈
∪
i∈I Ji.

Since the set of all such x’s span a dense subspace of B, we conclude that
b = 0. Being injective, µ is also necessarily isometric, so for each b in B, one
has that

∥b∥ = ∥µ(b)∥ = sup
i∈I

∥µi(b)∥ = sup
i∈I

sup
x∈Ji
∥x∥≤1

∥bx∥.
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Returning to the above setting, given a1, . . . , an ∈ A, and g1, . . . , gn ∈ G,
we may then compute the norm of the element

b =
n∑
i=1

η1

gi(ai) ∈ B1,

as follows:

∥b∥ = sup
h∈G

sup
a∈A

∥a∥≤1

∥bη1

h(a)∥ = sup
h,a

n∑
i=1

η1

gi(ai)η
1

h(a) =

= sup
h,a

η1

h

( n∑
i=1

η1

h−1gi
(ai)a

)
= sup

h,a

n∑
i=1

η1

h−1gi
(ai)a

(28.2.1)
=

= sup
h,a

n∑
i=1

η2

h−1gi
(ai)a = · · · =

n∑
i=1

η2

gi(ai) ,

where the ellipsis indicates the reversal of our computations with the super-
script “1” replaced by “2”. This implies that the correspondence

n∑
i=1

η1

gi(ai) 7→
n∑
i=1

η2

gi(ai), (28.2.2)

is well defined and extends to give an isometric linear mapping φ : B1 → B2,
which we claim to satisfy all of the required conditions.

We begin with the verification that φ is multiplicative, for which it clearly
suffices to check that

φ
(
η1

g(a)η1

h(b)
)

= η2

g(a)η2

h(b), ∀ g, h ∈ G, ∀ a, b ∈ A.

We have

φ
(
η1

g(a)η1

h(b)
)

= φ
(
η1

h

(
η1

h−1g(a)b
)) (28.2.1)

=

= φ
(
η1

h

(
η2

h−1g(a)b
)) (28.2.2)

= η2

h

(
η2

h−1g(a)b
)

= η2

g(a)η2

h(b).

The easy verification that φ is equivariant and preserves the star opera-
tion is left to the reader. □

Another important aspect of globalization is that it does not mix the
commutative and the non-commutative worlds:
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28.3. Proposition. Let η be a globalization of a C*-algebraic partial action
θ. If θ acts on a commutative algebra, then so does η.

Proof. Let A and B be the algebras where θ and η act, respectively, so that
A is a commutative ideal in B. We first claim that A is contained in the
center of B.

To see this pick a in A, and b in B. Using Cohen-Hewitt, we may write
a = a1a2, with a1 and a2 in A. We then have

ab = (a1a2)b = a1(a2b) = (a2b)a1 = a2(ba1) = (ba1)a2 = ba,

proving that a is in the center of B. This argument in fact shows that any
commutative idempotent ideal must be central.

Since B is generated by the translates of A, it is clearly enough to prove
that

ηg(a)ηh(b) = ηh(b)ηg(a),

for any a and b in A, and for any g and h in G, but this is easily proven with
the following computation:

ηg(a)ηh(b) = ηg
(
aηg−1h(b)

)
= ηg

(
ηg−1h(b)a

)
= ηh(b)ηg(a

)
. □

Since partial actions on commutative C*-algebras correspond bijectively
to partial actions on LCH (locally compact Hausdorff) spaces by (11.6), we
may correlate the globalization questions for commutative C*-algebras on the
one hand, and for topological spaces, on the other:

28.4. Proposition. Let θ be a partial action of a group G on a LCH space
X, and denote by θ′ the partial action of G on C0(X) corresponding to
θ via (11.6). Then a necessary and sufficient condition for θ′ to admit a
globalization is that the globalization of θ provided by (5.5) take place on a
Hausdorff space.

Proof. If (η, Y ) is a globalization of θ and Y is Hausdorff, it is easy to see
that the corresponding action η′ of G on C0(Y ) is a globalization for θ′.

Conversely, if we are given a globalization (η′, B) for θ′, we have by (28.3)
that B is commutative, hence B ≃ C0(Y ), where Y is the spectrum of B.
Denoting by η the global action of G on Y corresponding to η′ under (11.6),
it is easy to see that η is the globalization for θ. Being the spectrum of a
commutative C*-algebra, Y is Hausdorff. □

This result may easily be used to produce examples of C*-algebraic par-
tial actions not admitting a globalization: just take a partial action on a
LCH space X whose graph is not closed, so that its globalization will be non-
Hausdorff by (5.6). The corresponding partial action on C0(X) will therefore
admit no globalization by (28.4).

Having seen that the existence question for globalization of C*-algebraic
partial actions often has a negative answer, one might try to relax the question
itself, and look for Morita-Rieffel-equivalent actions admitting a globalization.
The following main result shows that this can always be attained.



28. globalization in the c*-context 239

28.5. Theorem. Every C*-algebraic partial action is Morita-Rieffel-equi-
valent to one admitting a globalization. More precisely, every C*-algebraic
partial action is Morita-Rieffel-equivalent to the dual partial action ∆ on the
restricted smash product for the corresponding semi-direct product bundle
(which admits a globalization by (26.14)).

Proof. Given a C*-algebraic partial action

θ = ({Dg}g∈G, {θg}g∈G)

of the group G on the C*-algebra A, denote by B its semi-direct product
bundle. Our task is therefore to construct a Hilbert A-B ♭G-bimodule M ,
and a partial action γ of G on M , satisfying the conditions required by
(15.7). We begin by letting M be the subspace of B ♭G given by

M =
∑
h∈G

Bh ⊗ e1,h.

If the reader is used to thinking of elements of C∗(B)⊗K as infinite ma-
trices with entries in C∗(B), then M should be thought of as the space of all
row matrices in B ♭G. Observe that M is invariant under left-multiplication
by B1 ⊗ e1,1, so, upon identifying A with B1 ⊗ e1,1 via

a ∈ A 7→ aδ1 ⊗ e1,1 ∈ B1 ⊗ e1,1, (28.5.1)

we may use the multiplicative structure of B ♭G to define the left A-module
structure. Given h, k and l in G, notice that

(Bh ⊗ e1,h)(Bk−1Bl ⊗ ek,l) = δh,k(BhBh−1Bl ⊗ e1,l) ⊆ Bl ⊗ e1,l ⊆M,

from where we see that M is a right ideal in B ♭G, hence also a right B ♭G-
module.

Given ξ and η in M , it is easy to see that ξη∗ (operated as elements of
the C*-algebra B ♭G) lies in B1 ⊗ e1,1. So, under the identification (28.5.1),
we may view ξη∗ as an element of A. In other words, we define the A-valued
inner-product of ξ and η to be the unique element ⟨ξ, η⟩

A
∈ A, such that

ξη∗ = ⟨ξ, η⟩
A
δ1 ⊗ e1,1. (28.5.2)

For the B ♭G-valued inner-product we simply set

⟨ξ, η⟩
B ♭G

= ξ∗η, ∀ ξ, η ∈M.

Proving M to be a Hilbert A-B ♭G-bimodule is now entirely routine. In order
to construct the partial action, we let for each g in G,

Mg =
∑
h∈G

[BgBg−1Bh] ⊗ e1,h.
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It is easy to see that (B1 ⊗ e1,1)Mg ⊆ Mg, so that Mg is a left A-sub-
module. In order to prove it to be a right B ♭G-sub-module, notice that for
each h and k in G, we have

(BgBg−1Bh ⊗ e1,h)(Bh−1Bk ⊗ eh,k) ⊆ BgBg−1Bk ⊗ e1,k ⊆Mg,

thus concluding the verification of (15.7.i).
Recall that in (26.13) we used the notation Dg to mean [BgBg−1 ], while

here Dg is supposed to mean the range of θg. Insisting on the present use of
Dg, observe that Bg = Dgδg, hence

[BgBg−1 ] = [(Dgδg)(Dg−1δg−1)]
(8.14.b)

= [Dgθg(Dg−1)δ1] = Dgδ1,

so the current meaning of Dg is compatible with the one used in (26.13), up
to the usual identification of Dg with Dgδ1.

Given g and h in G observe that

[BgBg−1Bh] = [DgDhδh] = (Dg ∩Dh)δh,

so Mg may be alternatively described as

Mg =
∑
h∈G

(Dg ∩Dh)δh ⊗ e1,h. (28.5.3)

Speaking of (15.7.ii), notice that for each h in G, we have that(
(Dg ∩Dh)δh

)(
(Dg ∩Dh)δh

)∗ (8.14.f)
= (Dg ∩Dh)δ1,

from where we see that [⟨Mg,Mg⟩A ] = Dg. On the other hand, given h and
k in G, we have

[
(
BgBg−1Bh ⊗ e1,h

)∗(
BgBg−1Bk ⊗ e1,k

)
] =

= [Bh−1BgBg−1BgBg−1Bk ⊗ eh,k] = [Bh−1DgBk ⊗ eh,k],

so we deduce from (26.13) that [⟨Mg,Mg⟩B ♭G
] = Eg, as desired.

We next claim that for each g inG, there exists a bounded linear mapping

γg : Mg−1 →Mg,

such that
γg(aδh ⊗ e1,h) = θg(a)δgh ⊗ e1,gh, (28.5.4)

for all g and h in G, and for all a in Dg−1 ∩ Dh. In order to see this, first
notice that if a is as above, then

θg(a) ∈ θg(Dg−1 ∩Dh)
(2.5.i)

⊆ Dg ∩Dgh,
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from where we see that the right-hand-side of (28.5.4) indeed lies in Mg, as
needed. Denoting by M0

g the dense subspace of Mg defined as in (28.5.3),
but without taking closures, it is therefore immediate to prove the existence
of a map γ0g : M0

g−1 →M0
g , satisfying (28.5.4). Given ξ and η in M0

g−1 , write
them as finite sums

ξ =
∑
h∈G

ahδh ⊗ e1,h, and η =
∑
h∈G

bhδh ⊗ e1,h,

with each ah and bh in Dg−1 ∩Dh, and notice that

γ0g(ξ)γ0g(η)∗ =
( ∑
h∈G

θg(ah)δgh ⊗ e1,gh

)( ∑
k∈G

θg(bk)δgk ⊗ e1,gk

)∗ (8.14.f)
=

=
∑
h∈G

θg(ahb
∗
h)δ1 ⊗ e1,1.

In view of (28.5.2), this shows that

⟨γ0g(ξ), γ0g(η)⟩A =
∑
h∈G

θg(ahb
∗
h) = θg

(
⟨ξ, η⟩A

)
,

from where we deduce two important facts: firstly, that γ0g is an isometry,
so it extends to a bounded linear map γg from Mg−1 to Mg, proving our
claim and, secondly, that γg satisfies (15.7.iv) relative to the A-valued inner-
product. Let us now also prove (15.7.iv) for the B ♭G-valued inner-product,
so we begin by taking ξ and η in Mg−1 of the form

ξ = aδh ⊗ e1,h, and η = bδk ⊗ e1,k,

with a in Dg−1 ∩Dh, and b in Dg−1 ∩Dk. So

⟨γg(ξ), γg(η)⟩
B ♭G

=
(
θg(a)δgh ⊗ e1,gh

)∗(
θg(b)δgk ⊗ e1,gk

) (8.14.e)
=

= θh−1g−1

(
θg(a

∗b)
)
δh−1k ⊗ egh,gk

(2.5.ii)
= θh−1(a∗b)δh−1k ⊗ egh,gk =

= ∆g

(
θh−1(a∗b)δh−1k ⊗ eh,k

)
= ∆g

(
⟨ξ, η⟩

B ♭G

)
.

Since the set of elements ξ and η considered above span a dense subspace of
Mg−1 , we have proven (15.7.iv).

To conclude we must now prove that γ is indeed a partial action on M .
Since (2.1.i) is elementary, we prove only (2.1.ii). In order to do this, we first
observe that, as a consequence of (26.7), given w in B ♭G, a necessary and
sufficient condition for w to be in Mg is that

w1,k ∈ (Dg ∩Dk)δk, and wh,k = 0, (28.5.5)
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for all h and k in G, with h ̸= 1. This said, we claim that, for all g and h in
G, one has that

γ−1
h (Mh ∩Mg−1) ⊆M(gh)−1 . (28.5.6)

Notice that the set in the left-hand-side above is precisely the domain of
γg ◦ γh by (2.2). We thus pick an element ξ in this set, so that

ξ ∈Mh−1 , and γh(ξ) ∈Mg−1 .

Letting ak ∈ Dh−1 ∩Dk be defined by ξ1,k = akδk, observe that

γh(ξ)1,hk = θh(ak)δhk,

as a quick look at (28.5.4) will reveal. Since γh(ξ) ∈ Mg−1 , we deduce from
(28.5.5) that

γh(ξ)1,hk ∈ (Dg−1 ∩Dhk)δhk,

which implies that
θh(ak) ∈ Dg−1 ∩Dhk ∩Dh,

so

ak ∈ θh−1(Dg−1 ∩Dhk ∩Dh)
(2.5.i)

⊆ Dh−1g−1 ∩Dk ∩Dh−1 .

Therefore
ξ1,k = akδk ∈ (Dh−1g−1 ∩Dk)δk,

whence ξ is in M(gh)−1 , by (28.5.5), proving claim (28.5.6). In particular, this
shows that the domain of γg ◦ γh is contained in the domain of γgh, and it is
now easy to see that γgh(ξ) = γg

(
γh(ξ)

)
, for all ξ in the domain of γg ◦ γh,

thus verifying (2.1.ii), and hence finishing the proof. □
Starting with an arbitrary C*-algebraic partial dynamical system

θ = (A,G, {Dg}g∈G, {θg}g∈G),

we are then led to considering two other actions: the dual partial action ∆
(26.12) for the semi-direct product bundle, and its globalization Γ (26.14).

Each of these actions comes with its full and reduced crossed products:

θ ∆ Γ
Given action Dual action Globalization

A⋊G (B ♭G)⋊G (B ♯G)⋊G

A⋊redG (B ♭G)⋊redG (B ♯G)⋊redG

28.6. Table. Derived actions and crossed products.
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We already know that θ and ∆ are Morita-Rieffel-equivalent as partial
actions. Even though ∆ and Γ are not necessarily Morita-Rieffel-equivalent33,
we will now show that in each row of the above table all of the three algebras
are Morita-Rieffel-equivalent to each other. Our next two results are designed
to justify this claim.

28.7. Theorem34. Let G be a group and suppose we are given Morita-
Rieffel-equivalent C*-algebraic partial dynamical systems

α =
(
A,G, {Ag}g∈G, {αg}g∈G

)
, and β =

(
B,G, {Bg}g∈G, {βg}g∈G

)
.

Then

(i) A⋊redG and B⋊redG are Morita-Rieffel-equivalent, and

(ii) A⋊G and B⋊G are Morita-Rieffel-equivalent.

Proof. Let

γ =
(
M,G, {Mg}g∈G, {γg}g∈G

)
be an imprimitivity system for α and β, and let L be the linking algebra of
M . Consider the partial action

λ =
(
{Lg}g∈G, {λg}g∈G

)
,

of G on L given by (15.10). Identified with the upper left-hand corner of L,
it is clear that A is a λ-invariant subalgebra, so we may use case (i) of (22.3)
to view A⋊redG as a subalgebra of L⋊redG.

Unless A is a unital algebra, there is no canonical way to view the 2 × 2
matrix

e1,1 =

(
1 0
0 0

)
as an element of L, but, even when A is non-unital, the formal left- or right-
multiplication of e1,1 by elements of L is easily seen to define a multiplier of
L.

By (16.27), which is stated for the full cross-sectional algebra, but which
evidently also holds for the reduced one, we have that the inclusion of L in
L⋊redG is a non-degenerate *-homomorphism. We may then extend it to a
*-homomorphism

M(L) → M
(
L⋊redG

)
,

33 An example of a partial action not Morita-Rieffel-equivalent to its globalization is
given right after (10.3). It is easy to see that the globalization of this partial action is the
action of Z on itself by translation. These actions are not Morita-Rieffel-equivalent because
Morita-Rieffel-equivalence among commutative algebras is tantamount to isomorphism.

34 The statement in part (ii) of this result has been anticipated in (15.11).
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and we will denote the image of e1,1 under this map by e1,1δ1. Given g in G,
and

x =

(
a m
n∗ b

)
∈ Lg,

notice that

(e1,1δ1)(xδg)(e1,1δ1)
(16.17)

= λg
(
λg−1(e1,1x)e1,1

)
δg =

= λg

((
αg−1(a) γg−1(m)

0 0

)
e1,1

)
δg =

(
a 0
0 0

)
δg. (28.7.1)

With this it is easy to see that

(e1,1δ1)(L⋊redG)(e1,1δ1) = A⋊redG, (28.7.2)

from where it follows that A⋊redG is a hereditary subalgebra of L⋊redG.
We next claim that A is a full subalgebra. To see this, we first check

that the closed two-sided ideal generated by A⋊redG coincides with[
(L⋊redG)(e1,1δ1)(L⋊redG)

]
.

Temporarily denoting

L⋊ := L⋊redG, and A⋊ := A⋊redG,

and denoting e1,1δ1 by p, notice that [L⋊pL⋊] is an ideal in L⋊, hence idem-
potent, so

[L⋊pL⋊] = [L⋊pL⋊L⋊pL⋊] = [L⋊pL⋊pL⋊]
(28.7.2)

= [L⋊A⋊L⋊],

proving our claim. Given g ∈ G,

x =

(
a m
n∗ b

)
∈ L1 = L, and x′ =

(
a′ m′

n′∗ b′

)
∈ Lg,

we have

(xδ1)(e1,1δ1)(x′δg)
(16.17)

= xe1,1x
′δg =

(
aa′ am′

n∗a′ ⟨n,m′⟩
B

)
δg.

This implies that the ideal generated by A⋊redG contains(
[AAg] [AMg][

(AgM)∗
] [

⟨M,Mg⟩B
]) δg.
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Observing that
[AAg] = Ag, [AMg] = Mg,

Mg
(15.2)

= [⟨Mg,Mg⟩AMg] ⊆ [AgM ],

and
Bg

(15.7.ii)
=

[
⟨Mg,Mg⟩B

]
⊆

[
⟨M,Mg⟩B

]
,

we therefore conclude that the ideal generated by A⋊redG contains Lgδg, for
every g, and consequently also L⋊redG.

The grand conclusion is that A⋊redG is a full hereditary subalgebra of
L⋊redG, so these are Morita-Rieffel-equivalent C*-algebras by (15.6).

We may now rerun the whole argument above in order to prove B⋊redG
to be Morita-Rieffel-equivalent to L⋊redG. Since Morita-Rieffel-equivalence
is well known to be an equivalence relation, the proof of (i) is concluded.

Focusing now on (ii), let us consider the semi-direct product bundles
A and L associated to the partial actions α and λ, respectively. We claim
that A and L satisfy the hypothesis of (21.30), namely that there exists a
conditional expectation from L onto A .

Since each fiber of L is faithfully represented in C∗
red(L ) by (17.9.ii), we

will produce the conditional expectation needed by working within C∗
red(L ),

or equivalently, within L⋊redG. We then claim that the mapping

E : x ∈ L⋊redG 7→ (e1,1δ1)x(e1,1δ1) ∈ A⋊redG,

sends each fiber Lgδg to the corresponding Agδg, and that the restrictions Pg
thus defined form a conditional expectation P = {Pg}g∈G from L to A .

An expression for Pg may be obtained from our previous calculation
(28.7.1), namely

Pg

((
a m
n∗ b

)
δg

)
=

(
a 0
0 0

)
δg.

The verification that the Pg satisfy (21.19.i–iii) is now straightforward and is
left as an exercise.

As claimed, the hypothesis of (21.30) is now verified, so we conclude that
the canonical embedding of full cross-sectional algebras is a monomorphism,
which we interpret as

A⋊G ⊆ L⋊G.

The proof of (i) now generalizes ipsis literis, after replacing reduced crossed
products by their full versions. □

Returning to the context of table (28.6), recall that θ is Morita-Rieffel-
equivalent to ∆ by (28.5). Thus, by the above result, in each one of the last
two rows of table (28.6), the algebras in the first and second columns are
Morita-Rieffel-equivalent.

In order to include the algebras in the third column, we present the
following:
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28.8. Theorem. Let

θ =
(
A, G, {Dg}g∈G, {θg}g∈G

)
be a C*-algebraic partial dynamical system admitting a globalization η, act-
ing on a C*-algebra B. Then:

(i) A⋊redG is isomorphic to a full hereditary subalgebra of B⋊redG, in a
natural way, and hence A⋊redG and B⋊redG are Morita-Rieffel-equiva-
lent.

(ii) A⋊G is isomorphic to a full hereditary subalgebra of B⋊G, in a natural
way, and hence A⋊G and B⋊G are Morita-Rieffel-equivalent.

Proof. By (22.3) we have that A⋊redG is a hereditary subalgebra of B⋊redG,
so let us now prove that A⋊redG is a full subalgebra. This is to say that the
closed two-sided ideal generated by A⋊redG, say

J :=
[
(B⋊redG)(A⋊redG)(B⋊redG)

]
,

coincides with B⋊redG. For this pick g and h in G, and notice that

J ⊇
[
(Bδh)(Aδ1)(Bδh−1g)

]
=

[
Bηh

(
AB)δg

]
= ηh

(
A)δg,

so J also contains ( ∑
h∈G

ηh
(
A)

)
δg = Bδg,

for every g in G, from where it follows that J = B⋊redG, proving that A⋊redG
is indeed full.

As for the second point, we have by (22.4) that A⋊G is naturally isomor-
phic to a hereditary subalgebra of B⋊G, and the above proof that A⋊redG
is a full subalgebra of B⋊redG generalizes ipsis literis to show that A⋊G is a
full subalgebra of B⋊G.

The statements about Morita-Rieffel-equivalence now follow immediately
from (15.6). □

Given a partial dynamical system

θ = (A,G, {Dg}g∈G, {θg}g∈G),

we may summarize the main results obtained in this chapter as follows:

• When a globalization for θ exists, it is unique. See (28.2).

• Regardless of whether or not θ admit a globalization, there always exists a
partial dynamical system ∆, Morita-Rieffel-equivalent to θ, which admits
a globalization Γ. See (28.5).

• The reduced crossed products relative to the partial dynamical systems θ,
∆, and Γ are all Morita-Rieffel-equivalent to each other. See (28.7.i) and
(28.8.i).
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• The full crossed products relative to the partial dynamical systems θ, ∆,
and Γ are all Morita-Rieffel-equivalent to each other. See (28.7.ii) and
(28.8.ii).

There are a few other important results related to the globalization of
C*-algebraic partial actions which we would now like to mention without
proofs.

When a partial action θ is Morita-Rieffel-equivalent to another partial
action ∆, which, in turn, admits a globalization Γ, one says that Γ is a
Morita-Rieffel-globalization of θ.

The following is [2, Proposition 6.3]:

28.9. Theorem. Any two Morita-Rieffel-globalizations of a given C*-al-
gebraic partial action are Morita-Rieffel-equivalent to each other.

Another very interesting result proved by Abadie regards partial actions
on abelian C*-algebras. In order to describe it, let θ be a partial action of
a group G on a LCH space X and denote by θ′ the partial action of G on
C0(X) corresponding to θ via (11.6).

By (5.5), we have that θ always admits a globalization, say η, acting on
a space Y . However Y may be non-Hausdorff, and in this case θ′ admits no
globalization by (28.4). So let β be a Morita-Rieffel-globalization of θ′, acting
on a C*-algebra B, which always exists by (28.5).

The action β evidently induces an action β̂ on the primitive ideal space
Prim(B), and because any two Morita-Rieffel-globalizations are equivalent by

(28.9), β̂ does not depend on the specific choice of β, being thus intrinsically
associated to θ.

The next result is essentially [2, Proposition 7.4]:

28.10. Theorem. Let θ be a topological partial action of a group G on a
LCH space X, and let β, acting on B, be a Morita-Rieffel-globalization of the
corresponding partial action on C0(X). Then the action β̂ of G on Prim(B)
is the (possibly non-Hausdorff) globalization of θ.

Notes and remarks. Most of the results in this chapter are extracted from
Abadie’s PhD Thesis [1], [2], where in fact the more general case of partial
actions of locally compact groups is considered. See also [5] for a study of
the relationship between the amenability of a partial action and that of its
Morita enveloping action.
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29. TOPOLOGICALLY FREE PARTIAL ACTIONS

In chapter (23) we have studied induced and Fourier ideals in topologically
graded algebras. These may be considered as the ideals which respect the
given grading. In the present chapter we will study conditions which im-
ply that all ideals somehow take the grading into account, such as having a
nonzero intersection with the unit fiber algebra or, in the best-case scenario,
are induced ideals.

The graded algebra at the center of the stage here will be the crossed
product of an abelian C*-algebra A by a given group G, and the main con-
ditions we will impose relate to the corresponding partial action of G on the
spectrum of A, namely that there are not too many fixed points. As an
application we will give conditions for a partial crossed product to be simple.

29.1. Definition. Let θ =
(
{Dg}g∈G, {θg}g∈G

)
be a topological partial ac-

tion of a group G on a locally compact Hausdorff space X, and let g ∈ G.

(a) A fixed point for g is any element x in Dg−1 , such that θg(x) = x.

(b) The set of all fixed points for g will be denoted by Fg.

(c) We say that θ is free if Fg is empty for every g ̸= 1.

(d) We say that θ is topologically free if the interior of Fg is empty for every
g ̸= 1.

Observe that Fg = Fg−1 , for all g in G. Also notice that Fg is a closed
subset of Dg−1 (and hence also of Dg by the previous remark) in the relative
topology, but it is not necessarily closed in X. Incidentally, here is a useful
result of general topology:

29.2. Lemma. Let X be a topological space, and suppose we are given
subsets F ⊆ D ⊆ X, such that F is closed relative to D, and D is open in
X. If the interior of F is empty, then the interior of F̄ is also empty, where
F̄ denotes the closure of F relative to X.

Proof. We should observe that, since D is open, the interior of F relative to
D is the same as the interior of F relative to X.

It suffices to prove that, if V is an open subset of X, with V ⊆ F̄ , then
V = ∅. Notice that for each such V , we have

V ∩D ⊆ F̄ ∩D = F,
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the last equality being the expression that F is closed in D. Since F has no
interior, we deduce that V ∩D = ∅.

It is well known that, when two open subsets are disjoint, each one is
necessarily disjoint from the other’s closure, whence

∅ = V ∩ D̄ ⊇ V ∩ F̄ = V. □
Another topological fact we will need is the following baby version of

Baire’s category Theorem, which incidentally holds in any topological space:

29.3. Lemma. Let X be a topological space and let F1, F2, . . . , Fn be no-
where dense35 subsets of X. Then F1 ∪ F2 ∪ . . . ∪ Fn is nowhere dense.

Proof. Replacing each Fi by its closure, we may clearly assume them to be
closed, and hence so is their union.

In order to prove the statement we must show that every open set

V ⊆ F1 ∪ F2 ∪ . . . ∪ Fn
is necessarily empty. Given such a V , notice that,

W := V \ (F1 ∪ F2 ∪ . . . ∪ Fn−1)

is an open set contained in Fn, whence W is empty by hypothesis. Thus
V ⊆ F1 ∪ F2 ∪ . . . ∪ Fn−1, and the conclusion follows by induction. □

▶ From now on we will fix a group G, a locally compact Hausdorff space X
and a topological partial action

θ =
(
{Dg}g∈G, {θg}g∈G

)
of G on X. Our attention will be focused on the partial action of G on C0(X)
induced by θ via (11.6), which we will henceforth denote by α. More precisely

α =
({
C0(Dg)

}
g∈G, {αg}g∈G

)
,

where each αg is given by

αg : f ∈ C0(Dg−1) 7→ f ◦ θg−1 ∈ C0(Dg).

Above all, we are interested in the reduced crossed product

C0(X)⋊redG,

so, given f in C0(Dg), we will always interpret the expression “fδg” as an
element of the above crossed product algebra.

The following technical Lemma is the key tool in the proof of our main
result below. It is intended to shut out certain elements in the grading sub-
spaces C0(Dg)δg, with g ̸= 1, by compressing them away with positive ele-
ments lying in the unit fiber algebra.

35 A subset of a topological space is said to be nowhere dense when its closure has empty
interior.



250 partial dynamical systems and fell bundles

29.4. Lemma. Given

(a) g ∈ G, with g ̸= 1,

(b) f ∈ C0(Dg),

(c) x0 ∈ X \ Fg, and
(d) ε > 0,

there exists h in C0(X) such that

(i) h(x0) = 1,

(ii) 0 ≤ h ≤ 1, and

(iii) ∥(hδ1)(fδg)(hδ1)∥ ≤ ε.

Proof. We separate the proof in two cases, according to whether or not x0
lies in Dg. If x0 is not in Dg, let

K = {x ∈ Dg : |f(x)| ≥ ε}.
Then K is a compact subset of Dg and, since x0 is not in K, we may use
Urysohn’s Lemma obtaining a continuous, real valued function on X such
that

0 ≤ h ≤ 1, h(x0) = 1, and h|K = 0.

By temporarily working in the one-point compactification of X, and
replacing K by K ∪ {∞}, we may also assume that h vanishes at infinity,
meaning that h is in C0(X).

Since f is bounded by ε outside of K, it follows that ∥hf∥ ≤ ε, from
where (iii) easily follows, hence concluding the proof in the present case.

If x0 is in Dg, then θg−1(x0) is defined and not equal to x0. We may
then take disjoint open sets V1 and V2 such that

x0 ∈ V1, and θg−1(x0) ∈ V2,

and we may clearly assume that V1 ⊆ Dg, and V2 ⊆ Dg−1 . We may further
shrink V1 by replacing it with

V ′
1 = V1 ∩ θg(V2),

(notice that x0 is still in V ′
1), so that θg−1(V ′

1) ⊆ V2, and then

θg−1(V ′
1) ∩ V ′

1 = ∅. (29.4.1)

Using Urysohn’s Lemma again, pick h in C0(X) such that

0 ≤ h ≤ 1, h(x0) = 1, and h|X\V ′
1

= 0.

We then have

(hδ1)(fδg)(hδ1) = αg
(
αg−1(hf)h

)
δg = 0,

because αg−1(hf) is supported θg−1(V ′
1), while h is supported in V ′

1 , and these
are disjoint sets by (29.4.1). This verifies (iii) in the final case, and the proof
is thus concluded. □

The following result, together with its consequences to be presented be-
low, is gist of this chapter:
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29.5. Theorem. Let θ be a topologically free partial action of a group G
on a locally compact Hausdorff space X. Then any nonzero closed two-sided
ideal

J ⊴ C0(X)⋊redG

has a nonzero intersection with C0(X).

Proof. We should notice that the last occurrence of C0(X), above, stands for
its copy C0(X)δ1 within C0(X)⋊redG.

Denoting the conditional expectation provided by (17.8) by

E1 : C0(X)⋊redG→ C0(X),

we claim that, for every z in C0(X)⋊redG, and for every ε > 0, there exists
h ∈ C0(X), such that

(i) 0 ≤ h ≤ 1,

(ii) ∥hE1(z)h∥ ≥ ∥E1(z)∥ − ε, and

(iii) ∥(hδ1)z(hδ1) − hE1(z)hδ1∥ ≤ ε.

Assume first that z is a linear combination of the form

z = z1δ1 +
∑
g∈T

zgδg, (29.5.1)

where T is a finite subset of G, with 1 ̸∈ T , in which case E1(z) = z1. Let

V = {x ∈ X : |z1(x)| > ∥z1∥ − ε},

which is clearly open and nonempty. By the topological freeness hypothesis
and by (29.2), each Fg is nowhere dense in X. Furthermore, by (29.3) one
has that

∪
g∈T Fg is likewise nowhere dense, hence there exists some

x0 ∈ V \
( ∪
g∈T

Fg

)
.

For each g in T we may then apply (29.4), obtaining an hg in C0(X)
satisfying

hg(x0) = 1, 0 ≤ hg ≤ 1, and ∥(hgδ1)(zgδg)(hgδ1)∥ ≤ ε

|T |
.

Here we are tacitly assuming that |T | > 0, and we leave it for the reader
to treat the trivial case in which |T | = 0.

We will now show that h :=
∏
g∈T hg, satisfies conditions (i–iii), above.

Noticing that (i) is immediate, we prove (ii) by observing that x0 is in V , so

∥hE1(z)h∥ = ∥hz1h∥ ≥ |z1(x0)| > ∥z1∥ − ε = ∥E1(z)∥ − ε.
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As for (iii), we have

∥(hδ1)z(hδ1) − hE1(z)hδ1∥ = ∥(hδ1)
(
z − E1(z)δ1

)
(hδ1)∥ =

=
∑
g∈T

(hδ1)(zgδg)(hδ1) ≤
∑
g∈T

∥(hδ1)(zgδg)(hδ1)∥ ≤

≤
∑
g∈T

∥(hgδ1)(zgδg)(hgδ1)∥ ≤ ε.

This proves (i–iii) under special case (29.5.1), but since the elements of that
form are dense in C0(X)⋊redG, a standard approximation argument gives the
general case.

The claim verified, let us now address the statement. Arguing by con-
tradiction we suppose that J is a nonzero ideal such that

J ∩ C0(X) = {0}.

Pick a nonzero element y in J , and let z = y∗y. Using the claim, for each
positive ε we choose h in C0(X), satisfying (i–iii) above. Let

q : C0(X)⋊redG → C0(X)⋊redG

J

be the quotient map. Since z lies in J , we have that

q
(
(hδ1)z(hδ1)

)
= 0,

whence ∥∥q(hE1(z)hδ1
)∥∥ =

∥∥q((hδ1)z(hδ1) − hE1(z)hδ1
)∥∥ ≤

≤
∥∥(hδ1)z(hδ1) − hE1(z)hδ1

∥∥ (iii)

≤ ε.

Since J ∩ C0(X) = {0}, we deduce that q is injective, hence isometric,
on C0(X). So

ε ≥ ∥hE1(z)h∥
(ii)

≥ ∥E1(z)∥ − ε,

from where we see that ∥E1(z)∥ ≤ 2ε, and since ε is arbitrary, we have

0 = E1(z) = E1(y∗y).

It then results from (17.13) that y = 0, a contradiction. This concludes the
proof. □

A useful consequence to the representation theory of reduced crossed
products is as follows:
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29.6. Corollary. Let θ be a topologically free partial action of a group G on
a locally compact Hausdorff spaceX. Then a *-representation of C0(X)⋊redG
is faithful if and only if it is faithful on C0(X).

Proof. Apply (29.5) to the kernel of the given representation. □

29.7. Definition. We will say that θ is a minimal partial action if there are
no θ-invariant closed subsets of X, other than X and the empty set.

The complement of an invariant set is invariant too, so minimality is
equivalent to the absence of nontrivial open invariant subsets.

29.8. Corollary. If, in addition to the conditions of (29.5), θ is minimal,
then C0(X)⋊redG is a simple36 C*-algebra.

Proof. Let J be a nonzero, closed two-sided ideal of C0(X)⋊redG. Employing
(29.5), we have that

K := J ∩ C0(X) ̸= {0}. (29.8.1)

Since K is an ideal in C0(X), there is an open subset U ⊆ X, such that
K = C0(U). Using (23.11) we have that K is α-invariant, and it is easy to
see that this implies U to be θ-invariant. By minimality of θ, one has that
either U = ∅, or U = X, but under the first case we would have K = {0},
contradicting (29.8.1). So U = X, and hence K = C0(X), meaning that
C0(X) ⊆ J .

By (16.27), which is stated for the full cross-sectional algebra, but which
evidently also holds for the reduced one, we have that C0(X) (the unit fiber
algebra in the semi-direct product bundle) generates C0(X)⋊redG, as an ideal,
whence J = C0(X)⋊redG, and the proof is concluded. □

The upshot of this result is that when only two θ-invariant open subsets
exist in X, namely ∅ and the whole space, then only two closed two-sided
ideals exist in C0(X)⋊redG, namely {0} and the whole algebra.

This raises the question as to whether a correspondence may still be
found between invariant open subsets and closed two-sided ideals, in case
these exist in greater numbers. In order to find such a correspondence we
need a bit more than topological freeness.

29.9. Theorem. Let θ be a topological partial action of a group G on a
locally compact Hausdorff space X, such that either:

(i) G is an exact group, or

(ii) the semi-direct product bundle associated to θ satisfies the approxima-
tion property.

In addition we suppose that θ, as well as the restriction of θ to any closed
θ-invariant subset of X, is topologically free. Then there is a one-to-one

36 A C*-algebra is said to be simple if there are no nontrivial closed two-sided ideals.
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correspondence between θ-invariant open subsets U ⊆ X, and closed two-
sided ideals in C0(X)⋊redG, given by

U 7→ C0(U)⋊redG.

Proof. Given a θ-invariant open subset U ⊆ X, it is easy to see that C0(U)
is an α-invariant ideal in C0(X). By (22.9), one then has that C0(U)⋊redG
is an ideal in C0(X)⋊redG.

By first checking on elements of the algebraic crossed product, it is easy
to see that the conditional expectation E1 of (17.8) satisfies

E1

(
C0(U)⋊redG

)
= C0(U)δ1.

From this it follows that our correspondence is injective, and we are then left
with the task of proving that any ideal

J ⊴ C0(X)⋊redG

is of the above form. Given J , let U ⊆ X be the unique open subset of X
such that

J ∩ C0(X) = C0(U).

By (23.11) we have that C0(U) is α-invariant, whence U is θ-invariant
and hence so is

F := X \ U.

It is a well known fact that the map

q : f ∈ C0(X) 7→ f |F ∈ C0(F )

passes to the quotient modulo C0(U), leading up to a *-isomorphism

C0(X)/C0(U) ≃ C0(F ).

Observe that C0(X)/C0(U) carries a quotient partial action of G as
proved in (22.7), while the restriction of θ to F induces a partial action of G
on C0(F ), via (11.6). The isomorphism mentioned above may then be easily
shown to be G equivariant. So, employing (22.9) we get the following exact
sequence of C*-algebras and *-homomorphisms

0 → C0(U)⋊redG
ιred−→ C0(X)⋊redG

qred
−→ C0(F )⋊redG → 0.

By (16.27) notice that C0(U)⋊redG coincides with the ideal generated
by C0(U) within C0(X)⋊redG. Since C0(U) ⊆ J , we then deduce that

C0(U)⋊redG ⊆ J. (29.9.1)
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We next claim that

qred(J) ∩ C0(F ) = {0}. (29.9.2)

In order to see this, let z be in qred(J) ∩ C0(F ), and choose y in J such that
qred(y) = z. Since C0(F ) = qred

(
C0(X)

)
, we may also choose f in C0(X)

such that qred(f) = z. Therefore qred(f − y) = 0, hence we see that

f − y ∈ Ker(qred) = C0(U)⋊redG ⊆ J,

from where it follows that

f ∈ J ∩ C0(X) = C0(U),

so

0 = qred(f) = z.

This proves (29.9.2), and since the restriction of θ to F is topologically
free by hypothesis, we may use (29.5) to deduce that qred(J) = {0}, which is
to say that

J ⊆ Ker(qred) = C0(U)⋊redG

so the inclusion in (29.9.1) is in fact an equality of sets. This concludes the
proof. □

As a consequence we have:

29.10. Corollary. Under the hypotheses of Theorem (29.9), every ideal of
C0(X)⋊redG is induced, and hence also a Fourier ideal.

Proof. In view of (29.9) it is enough to prove that the ideal

J = C0(U)⋊redG

is induced for every θ-invariant open subset U ⊆ X. Given any such U , we
need to prove that J is generated by J ∩ C0(X)δ1. However, since it is clear
that

C0(U)δ1 ⊆ J ∩ C0(X)δ1,

we deduce that

J = C0(U)⋊redG
(16.27)

= ⟨C0(U)δ1⟩ ⊆ ⟨J ∩ C0(X)δ1⟩ ⊆ J,

so J is indeed an induced ideal. By (23.9) we then also have that J is a
Fourier ideal. □
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Notes and remarks. Theorem (29.5) first appeared in [58, Theorem 2.6]. It is
a direct generalization of [73, Theorem 4.1] for partial actions. See also [55,
Theorem 4.4].

A groupoid version of Theorem (29.9) is stated in [94, Proposition 4.5],
although there is a missing hypothesis in it, without which one might have the
bad behavior discussed in [95, Remark 4.10]. The correct statement applies
for amenable groupoids and is to be found in [95, Corollary 4.9].

Since a notion of exact groupoid does not seem to exist, Theorem (29.9)
under hypothesis (i) does not appear to have a groupoid counterpart.

Many authors have studied results similar to the ones we proved above
for global actions of discrete groups on non-abelian C*-algebras. See, for
example, [42], [73] and [8].
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30. DILATING PARTIAL REPRESENTATIONS

With this chapter we start a series of applications of the theory developed so
far.

Recall from (9.5) that if v is a unitary group representation of G, and if
p is a self-adjoint idempotent such that vgpvg−1 commutes with p, for every
g in G, then

ug := pvgp, ∀ g ∈ G

defines a partial representation of G.
One may think of u as a restriction of v, a process akin to restricting a

partial action to a not necessarily invariant subset. In this chapter we will
study a situation in which one may revert this process, proving that partial
representations of a group on a Hilbert space may always be obtained from
unitary representations via the above process.

30.1. Definition. In the context of (9.5), we will say that u is the restriction
of v and, conversely, that v is a dilation of u.

In order to prepare for the proof of our main dilation result, we will
now prove a related dilation Lemma, applicable to *-representations of C*-
algebras.

30.2. Lemma. Let B be a C*-algebra and A be a closed *-subalgebra of
B. Given a *-representation π of A on a Hilbert space H, there exists a
representation π̃ of B on another Hilbert space H̃, and a (not necessarily
surjective) isometric linear operator j : H → H̃, such that

jπ(a) = π̃(a)j, ∀ a ∈ A.

Proof. By splitting π in the direct sum of cyclic representations (perhaps
including an identically zero sub-representation), we may assume, without
loss of generality, that π is cyclic. So, let ξ be a cyclic vector for π. Defining

φ(a) = ⟨π(a)ξ, ξ⟩, ∀ a ∈ A,

we get a positive linear functional on A. Let φ̃ be a positive linear functional
on B extending φ [87, Proposition 3.1.6], and let π̃ be the GNS representation
of B associated to φ̃, acting on a Hilbert space H̃, with cyclic vector ξ̃.
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We then claim that there exists an isometric linear operator j : H → H̃,
such that

j
(
π(a)ξ

)
= π̃(a)ξ̃, ∀ a ∈ A.

To see this, first define j on the dense subspace π(A)ξ ⊆ H by the above
formula. This is well defined and isometric because for every a in A, we have

∥π̃(a)ξ̃∥2 = ⟨π̃(a)ξ̃, π̃(a)ξ̃⟩ = ⟨π̃(a∗a)ξ̃, ξ̃⟩ = φ̃(a∗a) =

= φ(a∗a) = ⟨π(a∗a)ξ, ξ⟩ = ∥π(a)ξ∥2.

Extending j by continuity to the whole of H, we clearly obtain the
claimed operator. So, in order to conclude the proof, it is enough to verify
the identity in the statement.

It η is a vector in H of the form η = π(c)ξ, with c in A, then, for every
a in A we have

j
(
π(a)η

)
= j

(
π(a)π(c)ξ

)
= j

(
π(ac)ξ

)
= π̃(ac)ξ̃ =

= π̃(a)π̃(c)ξ̃ = π̃(a)j
(
π(c)ξ

)
= π̃(a)j(η).

Since the set of η’s considered above is dense in H, the proof is concluded.
□

We should notice that, in the context of the above result, the range of j is
easily seen to be invariant under π̃(A). So the projection onto the range of j,
namely jj∗, commutes with π̃(A). Consequently, if we let ρ be the restriction
of π̃ to A, then the sub-representation of ρ determined by the range of j is
clearly equivalent to π, the equivalence being implemented by j. Another
useful remark is that, since j is an isometry, we have that j∗j coincides with
the identity on H, so

j∗π̃(a)j = j∗jπ(a) = π(a),

for every a in A.
We may now prove our main result on dilation of partial representations.

30.3. Theorem. Let u be a partial representation of a group G on a Hilbert
spaceH. Then there exists a unitary group representation ũ of G on a Hilbert
space H̃, and an isometric linear operator j : H → H̃, such that

ug = j∗ũgj, ∀ g ∈ G.

In addition, is p denotes the projection of H̃ onto the range of j, namely
p = jj∗, then p commutes with ũg−1pũg for every g in G.
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Proof. We should first observe that, if we identify H with its image via j,
hence thinking of j as the inclusion map, then, in line with (9.5), the formula
displayed in the statement becomes

ug = pũgp.

However, in this proof we will not enforce the identification of H as a subspace
of H̃.

Taking R to be the empty set of relations in (14.4) (see also (14.17) and
(10.5)), we conclude that there exists a *-representation π of C∗

par(G) on H
such that

π(wg) = ug, ∀ g ∈ G,

where the wg denote the canonical generators of C∗
par(G) (please notice that

these are denoted by ug in (14.4)). In particular

π(1) = π(w1) = u1 = 1,

so π is a non-degenerate representation.
Recall from (14.18) that C∗

par(G) is isomorphic to the crossed product
algebra relative to the partial Bernoulli action β of G on Ω1. By definition,
this is the restriction of the global Bernoulli action η, introduced in (5.10),
to Ω1. So we conclude from (22.4) that the canonical mapping

ι : C∗
par(G) = C(Ω1)⋊G −→ C

(
{0, 1}G

)
⋊G

is injective, hence we may view C∗
par(G) as a subalgebra of C

(
{0, 1}G

)
⋊G.

Notice that Ω1 is a clopen subset of {0, 1}G, whence the characteristic
function of the former, which we denote by 1Ω1 , lies in C

(
{0, 1}G

)
.

Given that wg identifies with 1gδg by (14.18), the following identity, to
be proved in the sequel, will be useful:

ι(1gδg) = 1Ω1 δ̃g1Ω1 , (30.3.1)

where δ̃g denoted the canonical unitary element of C
(
{0, 1}G

)
⋊G implement-

ing the global Bernoulli action. To see this we compute

1Ω1 δ̃g1Ω1 = 1Ω11ηg(Ω1)δ̃g = 1Ω1∩ηg(Ω1)δ̃g
(5.13)

= 1g δ̃g = ι(1gδg),

proving (30.3.1).
We next choose a representation π̃ of C

(
{0, 1}G

)
⋊G on a Hilbert

space H̃, and an isometric linear operator j : H → H̃, satisfying the condi-
tions in (30.2) relative to π. In particular, the formula

ũg = π̃(δ̃g), ∀ g ∈ G,
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defines a unitary representation ũ of G on H̃, which we will prove to satisfy
all of the conditions in the statement.

As a first step, insisting on the fact that wg identifies with 1gδg by
(14.18), we have

ug = π(wg) = π(1gδg) = j∗π̃
(
ι(1g δ̃g)

)
j

(30.3.1)
=

= j∗π̃(1Ω1 δ̃g1Ω1)j = j∗π̃(1Ω1)ũgπ̃(1Ω1)j = . . . (30.3.2)

We would now like to get rid of the two occurrences of term π̃(1Ω1) above,
and to justify this we observe that

π̃(1Ω1)j
(30.2)

= jπ(1Ω1) = j,

since π is a non-degenerate representation and 1Ω1 represents the unit of
C
(
Ω1

)
⋊G. Using this, and the identity obtained by taking stars on both

sides, we deduce from (30.3.2) that

ug = j∗ũgj.

In order to prove the last sentence in the statement, we compute

ũg−1pũgp = ũg−1jj∗ũgjj
∗ = ũg−1jugj

∗ = ũg−1jπ(1gδg)j
∗ (30.2)

=

= ũg−1 π̃
(
ι(1gδg)

)
jj∗ = π̃

(
δ̃g−11g δ̃g)jj

∗ = π̃
(
1g−1)jj∗ = jπ

(
1g−1)j∗.

This shows that the element with which we started the above computation
is self-adjoint, so

ũg−1pũgp = (ũg−1pũgp)
∗ = pũg−1pũg,

proving the desired commutativity. □

Notes and remarks. We believe that Lemma (30.2) is well known among
specialists, but we have not been able to find a reference for it in the litera-
ture. Theorem (30.3) was first proved in [2, Proposition 3.3] for the case of
amenable groups.
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31. SEMIGROUPS OF ISOMETRIES

The Toeplitz algebra, namely the C*-algebra generated by a non-unitary
isometry [24], is among the most historically significant examples of C*-
algebras. After Coburn’s pioneering example, many authors have studied
C*-algebras generated by sets of isometries, sometimes also including partial
isometries. In many such examples, the generating isometries are parametri-
zed by a semigroup. The present chapter is therefore dedicated to studying
semigroups of isometries and their relationship to partial group representa-
tions.

Recall that the term semigroup in Mathematics always refers to a set P ,
equipped with an associative operation (often denoted multiplicatively).

31.1. Definition. Let A be a unital C*-algebra. A semigroup of isometries
in A, based on a semigroup P , is a map v : P → A, such that

(i) v∗pvp = 1,

(ii) vpvq = vpq,

for every p, q ∈ P .

Notice that if P has a unit, say 1, then

v1 = v∗1v1v1 = v∗1v1 = 1, (31.2)

so v must necessarily send 1 to 1.

31.3. A simple example of a semigroup of isometries is obtained by taking
any isometric linear operator S on a Hilbert space H, and defining

v : n ∈ N 7→ Sn ∈ L(H).

31.4. To describe an example based on the semigroup N×N, let us fix two
isometric linear operator S and T on the same Hilbert space H, and let us
assume that S and T commute. Then, defining

v : (n,m) ∈ N×N 7→ SnTm ∈ L(H),

we again get a semigroup of isometries on H.
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31.5. Definition. A semigroup P is said to be left-cancellative provided

pm = pn ⇒ m = n,

for every m, n and p in P .

Given a left-cancellative semigroup P , there is a somewhat canonical ex-
ample of semigroup of isometries which we would now like to present. Con-
sider the Hilbert space ℓ2(P ), with its usual orthonormal basis {en}n∈P .

For each p in P , consider the bounded linear operator λp on ℓ2(P ),
specified by

λp(en) = epn, ∀n ∈ P.

Notice that λp is an isometric operator37 because the map n 7→ pn is
injective as a consequence of P being left-cancellative. It is now easy to
check that λ is a semigroup of isometries in L

(
ℓ2(P )

)
.

31.6. Definition. We shall refer to the above λ as the regular semigroup of
isometries of P .

If P is left-cancellative, observe that λpλ
∗
p is the orthogonal projection

onto

λp
(
ℓ2(P )

)
= span{epn : n ∈ P}. (31.7)

In particular it is easy to see that λpλ
∗
p commutes with λqλ

∗
q , for every p and

q in P .
The commutativity of range projections is not always granted, even for

the case of the commutative semigroup N × N, as the following example
shows. Let φ be a continuous, complex valued function on the closed unit
disk

D := {z ∈ C : |z| ≤ 1},

which is holomorphic on the interior ofD. Suppose also that φ is unimodular ,
in the sense that |φ(z)| = 1, for every

z ∈ T := {z ∈ C : |z| = 1}.

It is then easy to see that the operator

Uφ : ξ ∈ L2(T) 7→ φξ ∈ L2(T)

(φξ referring to pointwise product) is unitary.

37 If P did not possess this property, in particular if infinitely many n’s were mapped
to the same element of P under left multiplication by p, there would be no bounded linear
operator sending the en to epn.
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Denoting by H2 the Hardy space38 of Classical Harmonic Analysis, one
may prove that Uφ(H2) ⊆ H2 (this is where we need φ to be holomorphic on
the interior of the disk), so the restriction of Uφ to H2, henceforth denoted

Tφ : H2 → H2,

is an isometry. This is often referred to in the literature as the Toeplitz
operator with symbol φ.

Denoting by P the Hardy projection, namely the orthogonal projection
from L2(T) to H2, the invariance of H2 under Uφ may be expressed by the
formula

PUφP = UφP,

and the Toeplitz operator may be alternatively defined by

Tφ = PUφP.

A useful consequence of this description is the following formula for the
adjoint of Tφ:

T ∗
φ = PU∗

φP = PUφ̄P. (31.8)

Given two unimodular holomorphic functions φ and ψ, as above, it is
easy to see that Tφ and Tψ commute. So, in the context of (31.4), we get the
semigroup of isometries

v : (n,m) ∈ N×N 7→ TnφT
m
ψ ∈ L(H2). (31.9)

In order to present our intended example illustrating that the range
projections need not commute, let us fix the following two unimodular holo-
morphic functions on the unit disk:

φ(z) = z, and ψ(z) =
z − a

1 − āz
, ∀ z ∈ T,

where a is a fixed complex number with |a| < 1.
Incidentally, ψ is usually called a Blaschke factor, and it is an easy ex-

ercise to prove that it is indeed a unimodular holomorphic function on the
unit disk (the denominator vanishes only for z = 1/ā, which lies outside the
disk).

Our next goal is to analyze the commutativity of the range projections

Q′ := v(1,0)v
∗
(1,0), and Q′′ := v(0,1)v

∗
(0,1).

38 The Hardy space is the closed subspace of L2(T) spanned by the set of all functions
of the form z 7→ zn, with n ≥ 0.
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Upon identifying the Hardy space with ℓ2(N), according to the usual or-
thonormal basis {en}n∈N of H2 given by

en(z) = zn, ∀ z ∈ N,

we have that v(1,0), also known as Tφ, becomes the unilateral shift, in the
sense that

Tφ(en) = en+1, ∀n ∈ N.

The range projection
Q′ = TφT

∗
φ,

is then the orthogonal projection onto the subspace of H2 spanned by the en,
with n ∈ N\{0} and, in particular, we have that

Q′(e0) = 0. (31.10)

Assuming that Q′ and Q′′ commute, we have for all j > 0 that

⟨TψT ∗
ψ(e0), ej⟩ = ⟨Q′′(e0), Q′(ej)⟩ = ⟨Q′Q′′(e0), ej⟩ =

= ⟨Q′′Q′(e0), ej⟩
(31.10)

= 0.

It follows that all but the zeroth coefficient of TψT
∗
ψ(e0) relative to the canon-

ical basis vanish, so
TψT

∗
ψ(e0) = ce0,

for some constant c ∈ C. On the other hand

TψT
∗
ψ(e0)

(31.8)
= PUψPPUψ̄P (e0) = ψPψ̄.

Notice that, since ψ is holomorphic, its Taylor series around zero coin-
cides with its Fourier expansion on the unit circle:

ψ(z) ∼
∞∑
n=0

ψ(n)(0)

n!
zn =

∞∑
n=0

ψ̂(n)zn.

In particular all of the Fourier coefficients (̂ψ̄ )(n) vanish, for n > 0, which
implies that Pψ̄ = ψ̄(0)e0. Comparing the two expressions for TψT

∗
ψ(e0)

obtained above we deduce that

ce0 = TψT
∗
ψ(e0) = ψPψ̄ = ψψ̄(0)e0.

This equation entails two possibilities: in case c ̸= 0, one has that ψ
is equal to the constant cψ̄(0)−1, almost everywhere on T, which is clearly
not the case. The second possibility, namely that c = 0, in turn implies that
ψψ̄(0) = 0, whence ψ(0) = 0. This proves the following:
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31.11. Proposition. Let φ and ψ be given by

φ(z) = z, and ψ(z) =
z − a

1 − āz
, ∀ z ∈ T,

where a is a fixed complex number with |a| < 1. Then the corresponding
Toeplitz operators Tφ and Tψ are commuting isometric linear operators on
Hardy’s space. Moreover their range projections TφT

∗
φ and TψT

∗
ψ commute if

and only if a = 0.

31.12. The above result allows for the construction of an example of the
situation mentioned above: choosing ψ to be any Blaschke factor with a ̸= 0,
the semigroup of isometries presented in (31.9) will be such that the final
projections of v(1,0) and v(0,1) do not commute.

This is in stark contrast with (9.8.iv), according to which the final pro-
jections of the partial isometries involved in a partial group representation
always commute! We must therefore recognize that the theory of partial
representations of groups is unsuitable for dealing with such badly behaved
examples.

We will therefore restrict our attention to special cases of semigroup of
isometries which can be effectively studied via the theory of partial represen-
tations.

If we are to find a partial representation of a group somewhere behind a
semigroup of isometries, we’d better make sure there is a group around. So
we will assume from now on that the semigroup P is a sub-semigroup of a
group G. If we are moreover given a semigroup of isometries

v : P → A,

where A is a unital C*-algebra, we will now discuss conditions under which
one may extend v to a partial representation of G.

Assume for a while that the problem has been solved, i.e., that a partial
representation u of G in A has been found such that un = vn, for all n in
P . Since each vn is an isometry, it is clearly left-invertible. Therefore, from
(9.9) it follows that, for all m,n ∈ P ,

um−1n = um−1un = u∗mun = v∗mvn. (31.13)

In other words, if g ∈ P−1P , then ug may be recovered from v.

31.14. Definition. A sub-semigroup P of a group G is called an Ore sub-
semigroup39, provided it satisfies G = P−1P .

39 An abstract semigroup P may be embedded in a group G, such that G = P−1P , if
and only if P is cancellative and for every m and n in P , there exist x and y in P , such
that xa = yb. This is the content of Ore’s Theorem. In view of this, some authors prefer
to say that P is an Ore semigroup, rather than an Ore sub-semigroup of G.



31. semigroups of isometries 267

31.15. Lemma. Let G be a group and let P be an Ore sub-semigroup of
G. Also let A be a unital C*-algebra and v : P → A be a semigroup of
isometries. Then, for every m,n, p, q ∈ P , one has that

m−1n = p−1q ⇒ v∗mvn = v∗pvq.

Proof. Given that m−1n = p−1q, we have that pm−1 = qn−1. By hypothesis
we may choose r and s in G, such that

pm−1 = qn−1 = r−1s.

Therefore rp = sm and rq = sn, so

vm = v∗svsvm = v∗svsm = v∗svrp = v∗svrvp,

whence

v∗mvn = v∗pv
∗
rvsvn = v∗pv

∗
rvsn = v∗pv

∗
rvrq = v∗pv

∗
rvrvq = v∗pvq. □

We thus see that the condition that G = P−1P gives a canonical way to
extend a semigroup of isometries v on P to a map defined on G. Simply take
any g in G, decompose it as g = m−1n, and define ug = v∗mvn. By the above
result, ug does not depend on the chosen decomposition of g.

As already mentioned, we are interested in extending v to a partial rep-
resentation of G, but it is by no means clear that the map u thus described
will be a partial representation. In particular, if the range projections vnv

∗
n

do not commute with each other, then (9.8.iv) implies that u cannot be a
partial representation.

31.16. Theorem. Let G be a group and let P be an Ore sub-semigroup
of G. Also let A be a unital C*-algebra and v : P → A be a semigroup of
isometries. Then the following are equivalent:

(i) vmv
∗
m commutes with vnv

∗
n, for all n,m in P ,

(ii) there exists a *-partial representation u of G in A extending v.

In this case, the partial representation u referred to in (ii) is unique.

Proof. The implication (ii)⇒(i) is an easy consequence of (9.8.iv), so let us
focus on the converse. Given g in G, write g = m−1n, with m,n ∈ P , and
set ug = v∗mvn. By (31.15) we see that u is a well defined function on G, and
we will next prove it to be a *-partial representation.

Upon replacing P with P ∪{1}, we may assume that 1 ∈ P , and as seen
in (31.2), we have that v1 = 1, so (9.1.i) is verified. The proof of (9.1.iv) is
also elementary, so let us prove (9.1.ii). Given g, h ∈ G, write

g = m−1n, and h = p−1q,
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with m,n, p, q ∈ P . Using the hypothesis, pick r and s in P such that

np−1 = r−1s,

so rn = sp. Letting

m′ = rm, n′ = rn, p′ = sp, and q′ = sq,

notice that
g = m′−1

n′, and h = p′
−1
q′,

but now n′ = p′. This says that, in our initial choice of m, n, p and q,
we could have taken n = p. With this extra assumption (and removing all
diacritics) we then have that gh = m−1q, and

uguhuh−1 = v∗m vpv
∗
p vqv

∗
q vp = v∗m vqv

∗
q vpv

∗
p vp =

= v∗mvqv
∗
qvp = ughuh−1 .

This proves (9.1.ii) and, as already noticed in (9.2), axiom (9.1.iii) must also
hold.

The uniqueness of u now follows immediately from (9.9), as observed in
(31.13). □

Motivated by the result above, we will now study semigroups of isome-
tries which are not necessarily based on Ore sub-semigroups, but which may
be extended to a partial representation. So let us introduce the following
terminology.

31.17. Definition. Let G be a group and let P be a sub-semigroup of G.
Also let A be a unital C*-algebra and v : P → A be a semigroup of isometries.
We will say that v is extendable, if there exists a *-partial representation u of
G, such that un = vn, for every n ∈ P .

In the case of Ore semigroups, as we have seen in (31.16), a necessary
and sufficient condition for extendability is the commutativity of range pro-
jections. Also, in the general case it easy to see that this condition is still
necessary but we have unfortunately not been able to determine an elegant
set of sufficient conditions for extendability.

In fact the concept of extendability elicits many questions that we will
not even attempt to answer. For example, it is not clear whether the ex-
tended partial representation is unique, even under the assumption that G is
generated by P .

An example of a non-extendable semigroup of isometries is clearly pre-
sented by (31.9), provided φ and ψ are as in (31.11), with a ̸= 0.

The following is a dilation result for extendable semigroups of isometries:
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31.18. Theorem. Let G be a group and let P be a sub-semigroup of G.
Also let

v : P → L(H)

be an extendable semigroup of isometries, where H is a Hilbert space. Then
there exists a Hilbert space H̃ containing H, and a unitary group represen-
tation ũ of G on H̃ such that, for every n in P , one has that:

(i) ũn(H) ⊆ H,

(ii) vn coincides with the restriction of ũn to H,

(iii) denoting by p the orthogonal projection from H̃ to H, one has that p
commutes with ũg−1pũg, for every g in G.

Proof. Since v is extendable, we may pick a *-partial representation u of G on
H extending v. Let ũ, H̃ and j be obtained by applying (30.3) to u. Viewing
H as a subspace of H̃ via j, we then have that (iii) is verified. Given n in P ,
we have by (30.3) that

j∗ũnj = un = vn,

and, taking into account that vn is an isometry, we conclude that

1 = v∗nvn = (j∗ũnj)
∗j∗ũnj = j∗ũn−1jj∗ũnj.

Multiplying this on the left by j and on the right by j∗, we get

p = jj∗ = j1j∗ = jj∗ũn−1jj∗ũnjj
∗ = pũn−1pũnp = . . .

By the already proved point (iii), the above equals

. . . = ũn−1pũnpp = ũn−1pũnp.

This proves that p = ũn−1pũnp, and if we now multiply this on the left by ũn
we arrive at

ũnp = pũnp,

which says that the range of p, namely H, is invariant under ũn, hence proving
(i). As for (ii), we have for all n in P that

vn = un = j∗ũnj = ũn|H ,

where the last equality is justified by our identification of H as a subspace of
H̃, and the invariance of the former under ũn. □
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31.19. Definition. Let P be a semigroup (not necessarily contained in a
group) and let

v : P → L(H)

be a semigroup of isometries, where H is a Hilbert space. By a unitary
dilation of v we mean a semigroup of isometries

w : P → L(H̃)

on a Hilbert space H̃ containing H, such that, for every n in P , wn is a
unitary operator , leaving H invariant, and whose restriction to H coincides
with vn.

As a consequence of (31.18), we see that every extendable semigroup
of isometries admits a dilation. In particular, every semigroup of isometries
based on an Ore semigroup whose final projections commute, is extendable
by (31.16), and hence admits a dilation. This should be compared with [75,
Theorem 1.4], where a similar result has been proven without the hypoth-
esis of the commutativity of final projections, but also without conclusion
(31.18.iii).

Notes and remarks. The study of isometries and semigroups thereof dates
back at least to the 1960’s and have involved numerous authors, such as Arve-
son [10], Burdak [20], Coburn [24], Douglas [38], [39], Horák and Müller [69],
Laca [75], Nica [83], Phillips and Raeburn [88], Popovici [89] and S lociński
[101] among others.
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32. QUASI-LATTICE ORDERED GROUPS

Besides the case of Ore semigroups, we will now present another important
example of extendable semigroup of isometries.

Let us begin by noticing that if P is a sub-semigroup of a group G, such
that P∩P−1 = {1}, then one may define a left-invariant partial order relation
on G by

g ≤ h ⇔ g−1h ∈ P,

for all g and h in G. Conversely, if “≤” is a left-invariant partial order relation
on G, then

P := {g ∈ G : g ≥ 1}

is a sub-semigroup with P ∩ P−1 = {1}. So there is a one-to-one correspon-
dence between such sub-semigroups and left-invariant partial order relations
on G.

32.1. Definition. Let G be a group with a distinguished sub-semigroup P ,
such that P ∩P−1 = {1}, and denote by “≤” the corresponding order relation
on G. Given a nonempty subset A ⊆ G,

(i) we say that an element k ∈ G is an upper bound for A and, if k ≥ g, for
all g in A,

(ii) we say that an element m ∈ G is a least upper bound for A, if m is an
upper bound for A, and m ≤ k, whenever k is an upper bound for A,

(iii) we say that an element m ∈ P is a least upper bound in P for A, if m is
an upper bound for A, and m ≤ k, whenever k is an upper bound for A,
with k ∈ P ,

(iv) we say that (G,P ) is a quasi-lattice, or that G is quasi-lattice ordered ,
if every nonempty finite subset A ⊆ G, admitting an upper bound in P ,
necessarily admits a least upper bound in P ,

(v) we say that (G,P ) is a weak quasi-lattice, or that G is weakly quasi-
lattice ordered , if every nonempty finite subset A ⊆ P , admitting an
upper bound40, necessarily admits a least upper bound.

40 Notice that, if A ⊆ P , then any upper bound of A is necessarily in P .
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The first two definitions above are, of course, part of the elementary
theory of ordered sets. They are listed just to provide a backdrop for the
others. Moreover, given the subtleties involved in the last two definitions, it
is perhaps worth repeating them in more technical terms. Given a nonempty
subset A ⊆ G, let us denote by

A↑ = {k ∈ G : k is an upper bound for A} (32.2)

Then

(a) (G,P ) is a quasi-lattice if and only if, for every nonempty finite subset
A ⊆ G, such that A↑ ∩P ̸= ∅, there exists a smallest element in A↑ ∩P .

(b) (G,P ) is a weak quasi-lattice if and only if, for every nonempty finite
subset A ⊆ P , such that A↑ ̸= ∅, there exists a smallest element in A↑.

Notice that the notion of weak quasi-lattice may be defined using only the
algebraic structure of P , while checking that a pair (G,P ) is a quasi-lattice
requires a knowledge of the whole group G. In other words, the notion of
weak quasi-lattice easily generalizes for semigroups which are not necessarily
contained in a group, while the notion of quasi-lattice must necessarily refer
to a pair (G,P ), as opposed to a single semigroup P .

It is clear that every subsetA ⊆ P which admits a least upper bound, also
admits a least upper bound in P . Therefore every quasi-lattice is necessarily
a weak quasi-lattice.

If a set A admits a least upper bound m, then m is clearly unique and
we denote it by

m = ∨A.
In addition, if A is a two element set, say A = {g, h}, we also denote by

g ∨ h = ∨{g, h}.
The notion of quasi-lattice ordered group was introduced by Nica in [83],

where it was noticed that every weak quasi-lattice is a quasi-lattice, provided
condition (32.1.iv) holds for sets A with a single element. Nica denoted this
special case of (32.1.iv) as (QL1), which he phrased as follows:

(QL1) Any g in PP−1 (these are precisely the elements having an upper
bound in P ) has a least upper bound in P .

Ten years after the publication of Nica’s paper, Crisp and Laca [26,
Lemma 7] found what might well be called “Columbus’ egg” of quasi-lattices,
realizing that in fact (QL1) alone is a sufficient condition for (G,P ) to be a
quasi-lattice (see below).

In hindsight, the following simple characterizations should hopefully
clean up our act. We suggest that the reader take this as alternative def-
initions for the concepts involved, should the above perhaps too extensive
discussion have blurred the big picture:
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32.3. Proposition. Let G be a group and let P ⊆ G be a sub-semigroup
such that P ∩ P−1 = {1}. Then
(i) (G,P ) is a weak quasi-lattice, if and only if m∨n exists for every m and

n in P admitting a common upper bound,

(ii) (G,P ) is a quasi-lattice, if and only if any g in PP−1 has a least upper
bound in P .

Proof. Point (i) is easily proven by induction.

As for (ii), assume that (G,P ) is a quasi-lattice and let g ∈ PP−1.
Writing g = mn−1, with n and m in P , it is clear that g ≤ m, so {g} admits
an upper bound in P , hence also a least upper bound in P .

Conversely, suppose that any g in PP−1 has a least upper bound in P .
We will first prove that (G,P ) is a weak quasi-lattice by verifying condition
(i). So suppose that n and m are in P , and that p is an upper bound of n
and m. Then

1 = n−1n ≤ n−1p , and

n−1m ≤ n−1p,

so n−1m admits an upper bound in P , namely n−1p. By hypothesis there
exists a least upper bound in P for n−1m, say q. Then q is a least upper
bound for the set {1, n−1m}, and by left-invariance of the order relation, nq
is a least upper bound for {n,m}, as desired.

We will now prove that (G,P ) is a quasi-lattice. So let A be a nonempty
finite subset of G admitting an upper bound in P , say p. By hypothesis we
know that, for each g in A, there exists the least upper bound of g in P , which
we denote by ng. Then it is clear that ng ≤ p, for all g in A, so p is also an
upper bound for A′ = {ng : g ∈ A}. Since A′ ⊆ P , the weak quasi-lattice
property of (G,P ) may be used to ensure that the least upper bound in P of
A′ exists, but this is clearly also the least upper bound in P of A. □

One of the main examples of quasi-lattice ordered groups is obtained by
taking Fn to be the free group on an arbitrary (finite or infinite) number n of
generators, and taking Pn to be the smallest sub-semigroup of Fn containing
1 and its free generators.

An example of a weak quasi-lattice which is not a quasi-lattice was re-
cently obtained by Scarparo [97], who also generalized some important re-
sults on quasi-lattice ordered groups to the context of weak quasi-lattices.
Scarparo’s example is as follows: take F2 to be the free group on a set of two
generators, say {a, b}, and let

P′ := bP2 ∪ {1},

where P2 was defined above. Then P′ is clearly a sub-semigroup of F2 and
the pair (F2,P

′) is not a quasi-lattice although it is a weak quasi-lattice.
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The reason why it is not a quasi-lattice is that the singleton {ba−1b−1}
is bounded in P′ by b and ba, but it does not admit a least upper bound in
P′, as the reader may easily verify.

On the other hand (F2,P
′) is a weak quasi-lattice because P′ is isomor-

phic to P∞, as a semigroup, via an isomorphism defined using the set

{ban : n ∈ N},
as a set of free generators for P′. Since (F∞,P∞) is a quasi-lattice, as seen
above, it is necessarily also a weak quasi-lattice.

Another interesting consequence of Scarparo’s example is that a semi-
group P may be seen as a sub-semigroup of two non-isomorphic groups G1

and G2, in such a way that both (G1, P ) and (G2, P ) are weak quasi-lattices.
Namely, take

(G1, P ) = (F2,P
′), and (G2, P ) = (F∞,P∞),

were we are identifying P′ and P∞, as already mentioned.

Whenever possible we will strive to work with weak quasi-lattices, not
only because it provides for stronger results, but also due to the fact that
weak quasi-lattices may be defined intrinsically, independently of the group
containing them.

32.4. Nica’s theory of semigroups of isometries based on quasi-lattices is
rooted on the following simple idea. Let (G,P ) be a weak quasi-lattice and
consider the regular semigroup of isometries

λ : P → L(ℓ2(P ))

defined in (31.6). Reinterpreting (31.7), we may say that λpλ
∗
p is the orthog-

onal projection onto
span{en : n ≥ p}. (32.5)

Thus, given p and q in P , the product of the commuting projections λpλ
∗
p

and λqλ
∗
q coincides with the orthogonal projection onto the closed linear span

of the set
{en : n ≥ p} ∩ {en : n ≥ q} = {en : n ≥ p ∨ q},

assuming of course that p ∨ q exists. When p ∨ q does not exist, then by
hypothesis p and q have no upper bound whatsoever, so the above intersection
of sets is empty. This motivates the following:

32.6. Definition. Let (G,P ) be a weak quasi-lattice and A be a C*-algebra.
We shall say that a given semigroup of isometries v : P → A satisfies Nica’s
covariance condition, NCC for short, if for every m and n in P , one has that

vmv
∗
m vnv

∗
n =

{
vm∨nv

∗
m∨n, if m ∨ n exists,

0 , otherwise.

As briefly indicated above, in the case of a weak quasi-lattice, the regular
semigroup of isometries satisfies NCC.
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32.7. Lemma. Let (G,P ) be a weak quasi-lattice, A be a C*-algebra, and
v : P → A be a semigroup of isometries satisfying NCC. Given m,n ∈ P , one
has that:

(i) if m and n have no common upper bound, then v∗mvn = 0,

(ii) if m and n have a common upper bound, then there are x and y in P
such that mx = ny, and v∗mvn = vxv

∗
y .

Proof. Under condition (i) we have

v∗mvn = v∗m vmv
∗
mvnv

∗
n︸ ︷︷ ︸

(32.6)

vn = 0.

On the other hand, if m and n have a common upper bound, then the
least upper bound exists, and there are x and y in P such that

m ∨ n = mx = ny.

So

v∗mvn = v∗m vmv
∗
mvnv

∗
n︸ ︷︷ ︸

(32.6)

vn = v∗mvm∨nv
∗
m∨nvn = v∗mvmxv

∗
nyvn = vxv

∗
y . □

The main goal of this chapter is to prove extendability of a given semi-
groups of isometries v satisfying NCC. After this is achieved, by (12.12) we
will have that the range of v is a tame set. However the strategy we will
adopt will require knowing in advance that the range of v is tame, so we need
to prove this as an intermediate step.

32.8. Proposition. Let (G,P ) be a weak quasi-lattice, A be a C*-algebra,
and v : P → A be a semigroup of isometries satisfying NCC. Then,

(i) the set {vmv∗n : m,n ∈ P} ∪ {0} is a multiplicative semigroup,

(ii) the range of v is a tame set of partial isometries.

Proof. Given m, n, p and q in P , let us suppose that n and p have no common
upper bound. Then

vmv
∗
nvpv

∗
q

(32.7.i)
= 0.

On the other hand, if n and p have a common upper bound, then by (32.7.ii)
we may write v∗nvp = vxv

∗
y , for suitable x and y, so

vmv
∗
nvpv

∗
q = vmvxv

∗
yv

∗
q = vmxv

∗
qy.

This proves (i).
In order to prove (ii), let S be the semigroup referred to in (i). Since

P contains 1 by hypothesis, and since v1 = 1 by (31.2), we see that both
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the range of v and its adjoint are contained in S. Therefore we see that S
coincides with the multiplicative semigroup generated by the range of v and
its adjoint. To prove that the range of v is tame, it therefore suffices to verify
that every element in S is a partial isometry. Given m and n in P , we have
that

(vmv
∗
n)(vmv

∗
n)∗ = vmv

∗
nvnv

∗
m = vmv

∗
m,

which is clearly a projection, and hence vmv
∗
n is a partial isometry by (12.4).

This concludes the proof of (ii). □
We will now present a crucial technical result designed to help proving

the extendability of semigroups of isometries satisfying NCC. It should be
compared to (31.15).

32.9. Lemma. Let (G,P ) be a weak quasi-lattice, A be a unital C*-algebra
and let

v : P → A,

be a semigroup of isometries satisfying NCC. Given m, n, p and q in P
such that mn−1 = pq−1, one has that vmv

∗
n and vpv

∗
q are compatible partial

isometries, as defined in (12.20).

Proof. We will soon see that the question of upper bounds for the set {n, q}
is a crucial one, so let us begin by analyzing it. Suppose first that n and q
admit an upper bound k. So there are x and y in P such that

k = nx = qy.

Then
(mx)(nx)−1 = mn−1 = pq−1 = (py)(qy)−1,

so mx = py. Defining
h = mx = py,

it is then clear that h is an upper bound for {m, p}. Denoting by g = mn−1 =
pq−1, notice that

gk = mn−1nx = mx = h,

so this provides for a well defined function

k ∈ {n, q}↑ 7→ gk ∈ {m, p}↑,

where we are using the notation introduced in (32.2) for the set of upper
bounds. Given the symmetric roles played by m, n, p and q, it is clear that

h ∈ {m, p}↑ 7→ g−1h ∈ {n, q}↑

is also well defined. Therefore {n, q} admits an upper bound if and only if
{m, p} does, and in this case the left-invariance of our order relation implies
that

g(n ∨ q) = m ∨ p. (32.9.1)
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Returning to our semigroup of isometries, and letting

s = vmv
∗
n,

we have

ss∗ = vmv
∗
nvnv

∗
m = vmv

∗
m,

so we see that s is indeed a partial isometry, sharing final projection with vm.
It is also easy to see that the initial projection of s coincides with the final
projection of vn. Likewise, if we let

t = vpv
∗
q ,

then the initial and final projections of t are vqv
∗
q and vpv

∗
p, respectively.

Recalling that our task is to prove that

st∗t = ts∗s, and tt∗s = ss∗t, (32.9.2)

let us assume first that {n, q} admits no upper bound. In this case, NCC
implies that vnv

∗
n is orthogonal to vqv

∗
q , whence v∗nvq = 0. So,

st∗t = vmv
∗
nvqv

∗
q = 0.

On the other hand,

ts∗s = vpv
∗
qvnv

∗
n = vp(v

∗
nvq)

∗v∗n = 0,

proving the first equation in (32.9.2). In order to prove the second one,
observe that, by the reasoning at the beginning of this proof, {m, p} admits
no upper bound either, so v∗pvm = 0, whence

tt∗s = vpv
∗
pvmv

∗
n = 0 = vmv

∗
mvpv

∗
q = ss∗t,

completing the proof of (32.9.2) under the assumption that {n, q} admits no
upper bound. Let us therefore assume that {n, q} admits an upper bound,
and hence by hypothesis also a least upper bound. We may then find x and
y in P such that

n ∨ q = nx = qy.

Therefore

st∗t = vmv
∗
nvqv

∗
q = vmv

∗
nvnv

∗
nvqv

∗
q = vmv

∗
nvn∨qv

∗
n∨q = vmv

∗
nvnxv

∗
nx =

= vmv
∗
nvnvxv

∗
nx = vmvxv

∗
nx = vmxv

∗
nx.
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By (32.9.1) we have that m ∨ p exists and

m ∨ p = g(n ∨ q) = mn−1nx = mx =

= pq−1qy = py.

Therefore

ts∗s = vpv
∗
qvnv

∗
n = vpv

∗
qvqv

∗
qvnv

∗
n = vpv

∗
qvq∨nv

∗
q∨n = vpv

∗
qvqyv

∗
nx =

= vpv
∗
qvqvyv

∗
nx = vpyv

∗
nx = vmxv

∗
nx,

thus proving that st∗t = ts∗s, which is the first equation in (32.9.2). The
second one may now be verified similarly, or by applying what has already
been proved to

s′ := s∗ = vnv
∗
m, and t′ := t∗ = vqv

∗
p .

This concludes the proof. □
The following is the main result of this chapter. It was first proved in [92]

for the case of quasi-lattices. Our plan to prove it for weak quasi-lattices will
require that the range of our semigroup of isometries lies in a von Neumann
algebra.

32.10. Theorem. Let (G,P ) be a weak quasi-lattice, and let A be a unital
C*-algebra. Suppose moreover that either

(i) A is a von Neumann algebra, or

(ii) (G,P ) is a quasi-lattice.

Then every semigroup of isometries v : P → A which satisfies NCC is ex-
tendable.

Proof. Given g in G\PP−1, we define

ug = 0.

On the other hand, given g in PP−1, consider the collection of partial isome-
tries

Tg = {vmv∗n : m,n ∈ P, mn−1 = g}.

By (32.9) we have that the elements of Tg are mutually compatible and
we would now like to argue that ∨Tg exists. Under the hypothesis that
A is a von Neumann algebra we may simply use (12.26), so let us prove
the existence of ∨Tg under (ii). In this case we will actually prove that Tg
contains a maximum element.

Observing that g may be written as g = pq−1, for some p, q ∈ P , notice
that we then have that g ⪯ p, so we see that g admits an upper bound in
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P . Using the quasi-lattice property, the least upper bound in P of {g}, here
denoted by σ(g), exists. In particular g ⪯ σ(g), so

τ(g) := g−1σ(g) ∈ P.

We may then write
g = σ(g)τ(g)−1, (32.10.1)

which might be thought of as the most efficient way of writing g. Evidently
vσ(g)v

∗
τ(g) lies in Tg, and we claim that this element dominates every other

element of Tg. In fact, given any m,n ∈ P such that g = mn−1, we have
that g ⪯ m. Since σ(g) is the least upper bound in P of g, it follows that
σ(g) ⪯ m as well, so there exists x in P such that m = σ(g)x. Consequently

n = g−1m = τ(g)σ(g)−1σ(g)x = τ(g)x.

To prove our claim that vσ(g)v
∗
τ(g) is the biggest element in Tg, we must

prove that vmv
∗
n ⪯ vσ(g)v

∗
τ(g), so we compute

vσ(g)v
∗
τ(g)(vmv

∗
n)∗vmv

∗
n = vσ(g)v

∗
τ(g)vnv

∗
mvmv

∗
n = vσ(g)v

∗
τ(g)vnv

∗
n =

= vσ(g)v
∗
τ(g)vτ(g)vxv

∗
n = vσ(g)xv

∗
n = vmv

∗
n.

This proves that vσ(g)v
∗
τ(g) is the biggest element in Tg, so it is obvious that

∨Tg exists.
Having proven the existence of ∨Tg under either (i) or (ii), we may define

ug = ∨Tg,

and we will now set out to prove that u is a partial representation, the strategy
being to apply (9.6). We first notice that, thanks to (32.8), the range of v is
a tame set, so

S :=
⟨
v(P ) ∪ v(P )∗

⟩
,

meaning the multiplicative sub-semigroup of A generated by v(P )∪ v(P )∗, is
an inverse semigroup by (12.11).

Notice that by construction, under hypothesis (ii), the values of u lie in
S itself, while under (i), the values of u lie in the ∨-closure of S, which is an
inverse semigroup by (12.30).

In either case we may view u as a map from G to some inverse semigroup,
which is a necessary condition for the application of (9.6). In fact we need u
to take values in a unital inverse semigroup, so we actually have to throw in
the unit of A.

We will now check conditions (9.6.i–iii), but since the verification of
(9.6.i&ii) is trivial, our task is simply to show that

uguh ⪯ ugh, (32.10.2)
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for all g and h in G. If either g or h lie outside PP−1, the left-hand-side of
(32.10.2) vanishes, so there is nothing to do. We therefore assume that both
g and h lie in PP−1, and in this case we claim that ugh dominates TgTh. To
see this, choose elements in Tg and Th, respectively of the form vmv

∗
n and

vpv
∗
q , where g = mn−1 and h = pq−1. We must then prove that

vmv
∗
nvpv

∗
q ⪯ ugh. (32.10.3)

If {n, p} admits no upper bound then (32.7.i) implies that v∗nvq = 0, so
the left-hand-side of (32.10.3) vanishes and, again, there is nothing to do. On
the other hand, if {n, p} admits an upper bound, we have by (32.7.ii) that
there are x and y in P such that nx = py, and v∗nvp = vxv

∗
y , whence

vmv
∗
nvpv

∗
q = vmvxv

∗
yv

∗
q = vmxv

∗
qy. (32.10.4)

Observe that

mx(qy)−1 = mxy−1q−1 = mn−1pq−1 = gh,

so vmxv
∗
qy ∈ Tgh, and we then deduce from (32.10.4) that

vmv
∗
nvpv

∗
q ⪯ ∨Tgh = ugh.

This proves (32.10.3), and hence that ugh indeed dominates TgTh. Con-
sequently

uguh = (∨Tg)(∨Th)
(12.28)

= ∨(TgTh) ⪯ ugh,

taking care of (32.10.2), whence allowing us to apply (9.6), proving that u is
a partial representation, as desired.

Let us now prove that u extends v. For this observe that if p is in P ,
then

up = ∨Tp = ∨{vmv∗n : m,n ∈ P, mn−1 = p}.

Given m and n in P such that mn−1 = p, we have that m = pn, and we
claim that

vmv
∗
n ⪯ vp.

In fact,
vp(vmv

∗
n)∗(vmv

∗
n) = vpvnv

∗
mvmv

∗
n = vpnv

∗
n = vmv

∗
n.

This proves the claim, so we see that vp indeed dominates Tp. Since vp
moreover belongs to Tp, we deduce that

vp = ∨Tp = up,

proving that v indeed extends u, which is to say that v is extendable. This
concludes the proof. □
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In the above proof, we did not worry about the uniqueness of the ex-
tended partial representation u. However this will later become relevant, so
let us discuss it now. In doing so we will be content with the quasi-lattice
case, leaving the study of uniqueness in the case of weak quasi-lattices as an
outstanding problem.

Again referring to the strategy adopted in the above proof, notice that
our first step was to set ug = 0, whenever g is not in PP−1. Evidently this
is equivalent to saying that

eg = ugug−1 = 0.

On the other hand, in the quasi-lattice case, we saw that every g in PP−1 has
a most efficient decomposition, namely (32.10.1), in which case recall that
we have defined

ug = ∨Tg = vσ(g)v
∗
τ(g),

whence
eg = ugug−1 = vσ(g)v

∗
τ(g)vτ(g)v

∗
σ(g) = vσ(g)v

∗
σ(g) =

= uσ(g)uσ(g)−1 = eσ(g) = eg∨1.

32.11. Proposition. Let (G,P ) be a quasi-lattice, and let A be a unital
C*-algebra. Then every semigroup of isometries v : P → A satisfying NCC
admits a unique extension to a partial representation u of G in A, satisfying

eg =

{
eg∨1, if g ∈ PP−1,

0 , otherwise,
(32.11.1)

for all g in G, where eg = ugug−1 , as usual.

Proof. The existence follows from (32.10) and our discussion above. Regard-
ing uniqueness, let u be an extension of v satisfying the above properties.
Then, for all g in G\PP−1, one has that

ug = ugug−1ug = egug = 0ug = 0.

On the other hand, if g is in PP−1, then g admits an upper bound in P ,
so

m := g ∨ 1

exists by hypothesis, so we may write g = mn−1, where n = g−1m ∈ P . By
hypothesis we then have that eg = em, so,

ug = ugug−1ug = egug = emumn−1 = umum−1umn−1 = umun−1 = vmv
∗
n.

This proves that u is unique. □
Although apparently innocuous, condition (32.11.1) has very interesting

consequences for our purposes:
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32.12. Proposition. Let (G,P ) be a quasi-lattice, and let A be a unital
C*-algebra. Given any partial representation u : G→ A satisfying (32.11.1),
the restriction of u to P is a semigroup of isometries satisfying NCC.

Proof. Given any n in P , notice that n−1 ≤ 1, so n−1 ∨ 1 = 1. Consequently

1 = e1 = en−1∨1 = en−1 = u∗nun,

from where we conclude that un is an isometry. In particular each un is
left-invertible, so by (9.9.iii) we have that

umun = umn, ∀m,n ∈ P.

This shows that u|P is a semigroup of isometries.
To conclude, let us now prove NCC. For this, suppose first that m and

n are given elements of P not possessing a common upper bound. Then we
claim that m−1n ̸∈ PP−1. To see this, assume by contradiction that

m−1n = pq−1,

where p, q ∈ P . Then
m,n ≤ nq = mp,

contradicting our assumption. By hypothesis we then have em−1n = 0, so
also um−1n = 0. Focusing on (32.6) we then compute

umu
∗
m unu

∗
n = umum−1unun−1

(9.1.ii)
= umum−1nun−1 = 0.

Suppose now that m and n are elements of P possessing a common upper
bound. Then m ∨ n exists and there are x and y in P such that

m ∨ n = mx = ny.

Moreover, given the left invariance of the order relation on G, we have

1 ∨ (m−1n) = m−1(m ∨ n) = x,

whence, by hypothesis we have em−1n = ex, and then

u∗m un
(9.9.iii)

= um−1n = em−1num−1n = exum−1n =

= uxux−1um−1n = uxux−1m−1n = uxuy−1 .

Therefore,

umu
∗
m unu

∗
n = umuxuy−1un−1 = umxu(ny)−1 = um∨nu

∗
m∨n,

as desired. □
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33. C*-ALGEBRAS GENERATED BY SEMIGROUPS

OF ISOMETRIES

Given a semigroup P , we may consider the universal C*-algebra C∗(P ) gen-
erated by a set

{wn : n ∈ P},
subject to the requirement that the correspondence

n 7→ wn

be a semigroup of isometries. The universal property of C∗(P ) may then
be phrased as follows: for every unital C*-algebra A, and every semigroup of
isometries v : P → A, there exists a unique *-homomorphism φ : C∗(P ) → A,
such that the diagram

P A........................................................................................ ......
....

v

C∗(P )

.........................................................
..
........
..

w
..........
..........
..........
..........
..........
..........
..........
..........
................
..........

φ

commutes. So, to study the representation theory of C∗(P ) is equivalent to
studying all semigroups of isometries based on P .

In the case of N×N, observe that given any semigroup of isometries
v : N×N → A, one has that v(1,0) and v(0,1) are commuting isometries.
Conversely, given any pair of commuting isometries, we obtain by (31.4) a
semigroup of isometries based on N×N. Thus one may argue that, to fully
understand C∗(N×N) is to understand all commuting pairs of isometries,
and in fact many authors have dedicated a significant amount of energy in
this endeavor.

In order to give the reader a feeling for the difficulty of the problem at
hand, we point out that many results in the literature on this subject have
the following format: given any pair of commuting isometries S and T on a
Hilbert space H, there is an orthogonal decomposition

H = H1 ⊕ · · · ⊕Hn
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in invariant subspaces, in such a way that the restrictions of S and T to the
Hi may be described in more or less concrete terms. For example,

(i) S and T are unitary on H1,

(ii) S|H2 is unitary and T |H2 is a multiple of the unilateral shift,

(iii) S|H3 is a multiple of the unilateral shift and T |H3 is unitary, etc.

However, as one approaches the last space Hn, the available descriptions
often become more and more technical and sometimes include an evanescent
space, about which little can be said. We refer the reader to [101] and [69] for
some of the earliest results, and to [89] and [20] for what we believe represents
the state of the art in this hard subject.

The difficulties presented by the theory of semigroups of isometries based
on the otherwise nicely behaved semigroup N×N is perhaps a sign that insur-
mountable obstacles lie ahead of the corresponding theory for more general
semigroups. We will therefore restrict our study to a nicer class of semigroups
of isometries, namely the extendable ones.

Given a group G and a sub-semigroup P ⊆ G, recall from (31.17) that a
semigroup of isometries

v : P → A

is extendable if there exists a partial representation u of G in A such that
un = vn, for every n in P . Thus, to study extendable semigroups of isometries
based on P is the same as studying partial representations of G which ascribe
isometries to the elements of P .

33.1. Definition. Let G be a group and let P ⊆ G be a sub-semigroup. We
will denote41 by C∗(G,P ) the universal unital C*-algebra generated by a set
{ug : g ∈ G} subject to relations (9.1.i–iv), in addition to

u∗nun = 1, ∀n ∈ P.

Observe that this is a special case of (14.2), in the sense that C∗(G,P )
coincides with C∗

par(G,P ), where P consists of the above set of relations
stating that un is an isometry for every n in P .

As a consequence of (14.16), we therefore have that C∗(G,P ) may be
described as the partial crossed product algebra C(ΩP )⋊G, and we will now
give a precise description of the space ΩP .

Our relations, if written in the form (14.1), become

en−1 − 1 = 0, ∀n ∈ P,

so the set FR mentioned in (14.8) is formed by the functions

ω ∈ {0, 1}G 7→ [n−1 ∈ ω] − 1 ∈ C.

41 We should warn the reader that our choice of notation here is not standard. In
particular it conflicts with the notation adopted in [83] for a C*-algebra which we will later
study under the notation N(P ).
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Still according to (14.8), we have that ΩP consists of all ω ∈ Ω1 such that

[n−1 ∈ g−1ω] − 1 = 0, ∀n ∈ P, ∀ g ∈ ω.

The above condition for an element ω ∈ Ω1 to be in ΩP may be inter-
preted as

g ∈ ω ⇒ gn−1 ∈ ω, ∀n ∈ P. (33.2)

Since h ≤ g if and only if h = gn−1, for some n in P , we see that (33.2)
precisely expresses that ω is hereditary42. The above analysis and (14.16)
therefore give us the following:

33.3. Theorem. Let G be a group and let P ⊆ G be a sub-semigroup.
Consider the closed subspace ΩP of Ω1 formed by the hereditary elements,
equipped with the partial action of G obtained by restricting the partial
Bernoulli action. Then there is a natural *-isomorphism between C∗(G,P )
and the partial crossed product C(ΩP )⋊G. Under this isomorphism, each
ug corresponds to 1gδg, where 1g denotes the characteristic function of

DP
g = {ω ∈ ΩP : g ∈ ω}.

One may argue that the above result is not fully satisfactory since the
definition of C∗(G,P ) puts too much emphasis on the group G, while one
might actually only be interested in the semigroup P . Further research is
therefore needed in order to answer a few outstanding questions such as:

33.4. Question. Can extendability of a semigroup of isometries v be char-
acterized via algebraic relations involving only the isometries vn, for n in
P?

Recall that (31.16) provides an answer to this question in the case of Ore
semigroups.

We have already mentioned that the commutativity of range projections
is a necessary condition for extendability of a semigroup of isometries, so any
answer to (33.4) is likely to include the commutativity of range projections.
This also motivates the following:

33.5. Definition. Given a semigroup P , we denote by C∗
ab(P ) the universal

unital C*-algebra generated by a set {wn : n ∈ P}, subject to the relations

(i) w∗
nwn = 1,

(ii) wmwn = wmn,

(iii) wmw
∗
m commutes with wnw

∗
n,

for all n,m in P .

Another relevant open question is as follows:

42 Recall that a subset S of an ordered set X is said to be hereditary if, whenever x and
y are elements of X, such that x ≤ y ∈ S, one has that x ∈ S.
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33.6. Question. Given a sub-semigroup P of a group G, can the subalgebra
of C∗(G,P ) generated by {up : p ∈ P} be concretely described?

In the above context, observe that, given a group element g ∈ P−1P ,
and writing g = m−1n, with m,n ∈ P , one has by (9.9) that

ug = um−1n = um−1un,

since un is an isometry, and hence left-invertible. The image of P−1P under
u is therefore contained in the subalgebra referred to in (33.6). If G coincides
with P−1P , that is, if P is an Ore sub-semigroup of G, the answer to question
(33.6) is therefore that the subalgebra mentioned there coincides with the
whole of C∗(G,P ).

Being able to satisfactorily answer the above questions for Ore sub-
semigroups, we may give a nice description of C∗

ab(P ), as follows:

33.7. Theorem. Let P be an Ore sub-semigroup of a group G. Then
C∗
ab(P ) is naturally isomorphic to C∗(G,P ) and consequently there is a *-

isomorphism

φ : C∗
ab(P ) → C(ΩP )⋊G,

such that

φ(wn) = 1nδn, ∀n ∈ P,

where ΩP and 1n are as in (33.3).

Proof. We will prove that there is an isomorphism

ψ : C∗
ab(P ) → C∗(G,P ), (33.7.1)

such that

ψ(wn) = un, ∀ p ∈ P. (33.7.2)

The conclusion will then follow immediately from (33.3). As a first step,
observe that the correspondence

n ∈ P 7→ un ∈ C∗(G,P )

is a semigroup of isometries, therefore evidently satisfying (33.5.i&ii), and
which also satisfies (33.5.iii) thanks to (9.8.iv). The universal property of
C∗
ab(P ) may therefore be invoked to prove the existence of a *-homomor-

phism ψ, as in (33.7.1), satisfying (33.7.2), and we need only prove that ψ is
an isomorphism.

Noticing that the correspondence

n ∈ P 7→ wn ∈ C∗
ab(P )
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is a semigroup of isometries satisfying (31.16.i), we have by (31.16) that there
exists a partial representation

w̃ : G→ C∗
ab(P ),

such that w̃n = wn, for every n in P . Since the w̃n are isometries, the
universal property of C∗(G,P ) implies that there exists a *-homomorphism

γ : C∗(G,P ) → C∗
ab(P ),

such that γ(un) = w̃n, for all n in P . We then conclude that, for all n ∈ P ,
one has that

γ
(
ψ(wn)

) (33.7.2)
= γ(un) = w̃n = wn,

from where we see that γ ◦ ψ is the identity on C∗
ab(P ). In particular this

shows that ψ is one-to-one. In order to prove that ψ is onto C∗(G,P ), it is
enough to show that the standard generating set {ug : g ∈ G} of C∗(G,P )
lies in the range of ψ. For this, given g in G, write g = m−1n, with m and n
in P . Then

ug = um−1n
(9.9)
= um−1un = (um)∗un = ψ(wm)∗ψ(wn) =

= ψ(w∗
mwn) ∈ ψ

(
C∗
ab(P )

)
.

This proves that ψ is an isomorphism, as desired. □
Since the range of a partial representation is always a tame set by (12.12),

the above result implies that the isometries canonically generating C∗
ab(P )

form a tame set in case P is an Ore sub-semigroup. However the following
seems to be open:

33.8. Question. Given a semigroup P , is the subset {wn : n ∈ P} of C∗
ab(P )

tame? If not, what is the smallest set of relations one can add to the definition
of C∗

ab(P ) to make the answer affirmative?
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34. WIENER-HOPF C*-ALGEBRAS

In this chapter we continue the study initiated above of C*-algebras associated
to semigroups of isometries. One of the most important among these is the
Wiener-Hopf C*-algebra associated to a quasi-lattice ordered group (G,P ), so
we dedicate the present chapter, in its entirety, to the study of this example.

We will initially concentrate on the study of a C*-algebra introduced by
Nica in [83], which we shall denote by N(P ), and which should be seen as
the full version of the actual Wiener-Hopf algebra to be defined later.
▶ We will now fix, for the entire duration of this chapter, a group G, and a
sub-semigroup P ⊆ G, such that (G,P ) is a quasi-lattice.

34.1. Definition. We will denote by N(P ) the universal unital C*-algebra
for semigroups of isometries based on P satisfying NCC. More precisely,
N(P ) is the universal unital C*-algebra generated by a set {vn : n ∈ P},
subject to the relations below for all n and m in P :

(i) v∗nvn = 1,

(ii) vmvn = vmn,

(iii) vmv
∗
m vnv

∗
n =

{
vm∨nv

∗
m∨n, if m ∨ n exists,

0 , otherwise.

Some authors denote the algebra introduced above by C∗(G,P ), but we
have chosen N(P ) in order to avoid conflict with the notation introduced in
(33.1). Our notation is also intended to emphasize that N(P ) depends only
on the algebraic structure of P , rather than on G.

As we have seen in (32.11) and (32.12), there exists a one-to-one corre-
spondence between semigroup of isometries satisfying NCC and partial rep-
resentations of G satisfying (32.11.1).

34.2. Proposition. Let N be the set of relations (32.11.1), for all g in G,
and consider the universal C*-algebra C∗

par(G,N ) for partial representations
of G satisfying N , as defined in (14.2). Then there is a *-isomorphism

φ : N(P ) → C∗
par(G,N ),

such that φ(vn) = un, for all n in P , where we denote the canonical partial
representation of G in C∗

par(G,N ) by u.
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Proof. Since u satisfies (32.11.1) by construction, (32.12) implies that the re-
striction of u to P is a semigroup of isometries satisfying NCC. The universal
property of N(P ) then provides for a unital *-homomorphism

φ : N(P ) → C∗
par(G,N ),

such that
φ(vn) = un, ∀n ∈ P. (34.2.1)

On the other hand, by (32.11), the universal semigroup of isometries
v : P → N(P ) extends to a partial representation ṽ : G → N(P ) satisfying
(32.11.1). So, again by universality, there is a unital *-homomorphism

ψ : C∗
par(G,N ) → N(P ),

such that
ψ(ug) = ṽg, ∀ g ∈ G.

Given any n ∈ P , we have that

ψ
(
φ(vn)

)
= ψ

(
un

)
= ṽn = vn,

from where we see that ψ ◦ φ is the identity mapping on N(P ).
Notice that the correspondence

n ∈ P 7→ φ(vn) ∈ C∗
par(G,N )

is a semigroup of isometries satisfying NCC, since this is obtained by com-
posing v with a *-homomorphism. We could now apply (32.11) to prove that
it extends to a partial representation of G, except that we already know two
extensions of it, the first one being

g ∈ G 7→ φ(ṽg) ∈ C∗
par(G,N ),

and the second one being simply u, as one may easily deduce from (34.2.1).
Clearly both of these extensions satisfy (32.11.1), so the uniqueness part of
(32.11) implies that

φ(ṽg) = ug, ∀ g ∈ G.

Consequently we have

φ
(
ψ(ug)

)
= φ(ṽg) = ug,

so φ ◦ ψ coincides with the identity mapping of C∗
par(G,N ) on a generating

set, whence φ◦ψ is the identity. This proves that φ is indeed an isomorphism,
as desired. □

Using (14.16) we may then describe C∗
par(G,N ), and hence also N(P ),

as a partial crossed product. But, in order to state a more concrete result,
let us first give a description of the spectrum of N which is more geometrical
than the one given in (14.8).
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34.3. Proposition. The spectrum of the set of relations N is given by

ΩN =
{
ω ∈ Ω1 : ω is hereditary and directed43

}
.

Proof. We will first prove “⊆”, so we pick any ω ∈ ΩN . For every n in P , we
have that n−1∨1 = 1, so N includes the relation “en−1 = e1”. Consequently,
for every g ∈ ω, we have by the definition of ΩN , that

[n−1 ∈ g−1ω] = [1 ∈ g−1ω] = [g ∈ ω] = 1,

which is to say that gn−1 ∈ ω, thus proving that ω is hereditary.
We next claim that

ω ⊆ PP−1. (34.3.1)

To see this let g ∈ G\PP−1. Then N includes the relation “eg = 0” and,
again by the definition of ΩN , we have that [g ∈ ω] = 0, so g /∈ ω, proving
the claim.

We will next prove that ω is directed. For this let g, h ∈ ω, so by (34.3.1)
we may write g = mn−1 and h = pq−1. Assuming, without loss of generality,
that m = g ∨ 1 and p = h ∨ 1, we have that

1 = [g ∈ ω] = [g ∨ 1 ∈ ω] = [m ∈ ω],

so m ∈ ω, and similarly p ∈ ω. Observing that

g = mn−1 ≤ m, and h = pq−1 ≤ p,

we see that it is enough to find a common upper bound for m and p in ω,
since this will automatically be a common upper bound for g and h.

Recalling that ΩN is invariant under the partial Bernoulli action, and
since m ∈ ω, we have that m−1ω ∈ ΩN . So the conclusion reached in (34.3.1)
also applies to m−1ω, whence

m−1p ∈ m−1ω ⊆ PP−1,

and therefore (m−1p) ∨ 1 exists. The relation “em−1p = e(m−1p)∨1” is then
among the relations in N , so for all k in ω one has

[m−1p ∈ k−1ω] = [(m−1p)∨1 ∈ k−1ω].

Plugging in k = m, left-hand-side above evaluates to 1, so the right-hand-side
does too, meaning that

(m−1p) ∨ 1 ∈ m−1ω,

43 Recall that a subset S of an ordered set X is said to be directed if, for all x, y ∈ S,
there exists z in S, with z ≥ x, y.



34. wiener-hopf c*-algebras 291

whence
ω ∋ m

(
(m−1p) ∨ 1

)
= p ∨m,

where the last step above, including the existence of p ∨m, is a consequence
of the left-invariance of the order relation on G. This proves that m and p
have a common upper bound in ω, thus proving that ω is directed.

Let us now prove the inclusion “⊇” between the sets mentioned in the
statement, so we pick an hereditary and directed ω ∈ Ω1. We will first prove
that ω is contained in PP−1. For this pick g ∈ ω and observe that, since 1
is also in ω, there exists an upper bound m for {g, 1} in ω. Thus m is in P
and, since g ≤ m, we deduce that n := g−1m also lies in P . So

g = mn−1 ∈ PP−1.

This verifies our claim that ω ⊆ PP−1.
In order to prove that ω ∈ ΩN , we must show that f(h−1ω) = 0, for all

h in ω, and for all f in FN (see (14.8) for the definition of FN ).
According to (32.11.1) we need to consider two cases. Firstly, when g is

not in PP−1, the corresponding relation “eg = 0” in N leads to the function

f(x) = [g ∈ x], ∀x ∈ Ω1,

so we must prove that
g ̸∈ h−1ω, ∀h ∈ ω. (34.3.2)

By the left-invariance of the order relation on G, for every h in ω, we
have that h−1ω is also hereditary and directed. Moreover, if h ∈ ω, then
h−1ω also lies in Ω1, so (34.3.1) holds for h−1ω, just like it does for ω. So

h−1ω ⊆ PP−1,

from where (34.3.2) follows immediately.
The second case to be considered is when g ∈ PP−1, in which case g ∨ 1

exists and we are led to the function f in FN given by

f(ξ) = [g ∈ ξ] − [g∨1 ∈ ξ], ∀ ξ ∈ Ω1.

Given h in ω we must then show that f(h−1ω) = 0, which translates into

[g ∈ h−1ω] = [g∨1 ∈ h−1ω],

or, equivalently
hg ∈ ω ⇔ h(g ∨ 1) ∈ ω,

(hg) ∨ h

where the vertical equal sign is a consequence of left-invariance. Using that ω
is hereditary and directed, and that h is in ω, this may now be easily verified.
□

Interpreting (14.16) in the present case, and using (34.2), we have the
following concrete description of N(P ) as a partial crossed product.
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34.4. Theorem. Given a quasi-lattice (G,P ), consider the subset ΩN of
2G formed by the hereditary directed subsets of G containing 1. Then ΩN is
compact and invariant under the partial Bernoulli action. In addition there
is a *-isomorphism

ψ : N(P ) → C(ΩN )⋊G,
such that ψ(vn) = 1nδn, where 1n denotes the characteristic function of the
set {ω ∈ ΩN : n ∈ ω}.

Observe that if ω is a hereditary and directed subset of G, then ω∩P is a
hereditary and directed subset of P . We will next explore this correspondence
in order to obtain another description of ΩN .

34.5. Proposition. The map

ω ∈ ΩN 7→ ω ∩ P ∈ 2P

is a homeomorphism from ΩN onto the subset of 2P formed by all nonempty,
hereditary, directed subsets of P .

Proof. We leave it for the reader to verify the continuity of our map.
Given any ω in ΩN , let ξ = ω ∩ P . Using that ω is hereditary and

directed by (34.3), it is easy to see that

ω = ξP−1 =
{
g ∈ G : g ≤ n, for some n ∈ ξ

}
,

from where it follows that the map in the statement is injective.
It is obvious that ω∩P is a hereditary directed subset of P for every ω in

ΩN , and conversely, for every nonempty, hereditary, directed subset ξ ⊆ P ,
one has that

ωξ := ξP−1

lies in ΩN , and ξ = ωξ ∩ P . This proves that the range of our map is as
described in the statement. Since ΩN is compact and 2P is Hausdorff, it
follows that our map is a homeomorphism onto its range. □

The above result can easily be used to transfer the partial Bernoulli
action on ΩN to a partial action of G on the set of all nonempty, heredi-
tary, directed subsets of P , thus providing yet another model for the partial
dynamical system leading up to N(P ) in (34.4).

Given any m in P , notice that the set

mP−1 = {mn−1 : n ∈ P} = {g ∈ G : g ≤ m} (34.6)

is a hereditary and directed subset of G containing 1, hence mP−1 is an
element of ΩN .

Given any ω ∈ ΩN , we may then consider the net

{mP−1}m∈ω∩P , (34.7)

where ω ∩ P , carrying the order induced from G, is a directed set by (34.5),
hence suitable for playing the role of the index set for a net.
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34.8. Proposition. For every ω in ΩN , the net described in (34.7) con-
verges to ω.

Proof. Given ω in ΩN and a neighborhood V of ω, by definition of the product
topology there are

g1, g2, . . . , gr; h1, h2, . . . , hs ∈ G,

such that the basic neighborhood

U := {η ∈ ΩN : gi ∈ η, hj ̸∈ η, ∀i ≤ r, ∀j ≤ s}

satisfies
ω ∈ U ⊆ V.

In particular the gi lie in ω, so we may use the fact that ω is directed to
find some m0 in ω such that m0 ≥ gi, for all i ≤ r. Upon assuming without
loss of generality that 1 is among the gi, we have that m0 ∈ ω ∩ P .

We then claim that, for all m in ω ∩ P with m ≥ m0, one has that
mP−1 ∈ U , which is to say that

(a) gi ∈ mP−1, for all i ≤ r, and

(b) hj ̸∈ mP−1, for all j ≤ s.

Point (a) is an obvious consequence of the fact that each

gi ≤ m0 ≤ m.

With respect to (b), assume by way of contradiction, that some hj ∈ mP−1.
Then hj ≤ m, whence hj ∈ ω, because m ∈ ω, and ω is hereditary. This is
a contradiction with the fact that ω belongs to U , hence verifying (b). This
concludes the proof. □

Recall from (32.4) that the regular representation of P on ℓ2(P ) satisfies
NCC. Thus, by universality, there is a *-representation of N(P ) on ℓ2(P )
consistent with the regular representation. Our next goal will be to study the
range of such a representation and, in particular, to show that it is isomorphic
to the reduced crossed product relative to the same partial dynamical system
whose associated full crossed product was shown to coincide with N(P ) in
(34.4).

34.9. Definition. The closed *-algebra of bounded operators on ℓ2(P ) gen-
erated by the range of λ is called the Wiener-Hopf algebra of P , and it is
denoted by W(P ).

In [83], Nica denotes the C*-algebra defined above by W(G,P ), but since
the above definition is given only in terms of the semigroup P , we prefer not
to explicitly mention the ambient group G.

We will next describe W(P ) as a reduced partial crossed product.
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34.10. Theorem. There is a *-isomorphism

χ : W(P ) → C(ΩN )⋊redG,

such that χ(λn) = 1nδn, where 1n is as in (34.4).

Proof. The universal property of N(P ) implies that there exists a *-homo-
morphism

σ : N(P ) → W(P ),

such that σ(vn) = λn, for all n in P , which is clearly onto.
Considering the *-isomorphism ψ given in (34.4) we may define a surjec-

tive *-homomorphism ρ = σ ◦ ψ−1, as indicated in the diagram:

C(ΩN )⋊G
ρ−→ W(P )

ψ ↖ ↗σ

N(P )

We will now prove that the kernel of ρ coincides with the kernel of the
regular representation

Λ : C(ΩN )⋊G→ C(ΩN )⋊redG,

from where the statement will follow.
Consider the conditional expectation F from L

(
ℓ2(P )

)
onto the subal-

gebra formed by the diagonal operators relative to the standard orthonormal
basis of ℓ2(P ). To be precise,

F (T ) =
∑
n∈P

en,nTen,n, ∀T ∈ L
(
ℓ2(P )

)
,

where the sum is interpreted in the strong operator topology, and each en,n
is the orthogonal projection onto the one-dimensional subspace generated by
the corresponding basis vector. It is a well known fact that F is a faithful
conditional expectation onto the algebra of diagonal operators.

We will also consider the conditional expectation E, given by the com-
position

C(ΩN )⋊G Λ−→ C(ΩN )⋊redG
E1−→ C(ΩN ),

..............
...............

.................
....................

.........................
.......................................

.................................................................................................................................................................................................................... ........
..

E

where E1 is the faithful conditional expectation given by (17.8). We then
claim that the diagram

C(ΩN )⋊G
ρ−→ W(P )

E
y yF

C(ΩN )
ρ−→ L

(
ℓ2(P )

)
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commutes, where the bottom arrow is to be interpreted as the restriction of
ρ to the canonical copy of C(ΩN ) within the crossed product.

By (32.8.i) we have that N(P ) is the closed linear span of the set of
elements of the form vmv

∗
n, as m and n range in P . Using (34.4) we therefore

have that C(ΩN )⋊G is spanned by the elements y of the form

y = ψ(vmv
∗
n) = (1mδm)(1nδn)∗ = βm(1m−11n−1)δmn−1 =

= 1m1mn−1δmn−1 , (34.10.1)

and the commutativity of the above diagram will follow once we check that
Fρ(y) = ρE(y), for every y of the above form.

Assuming that m ̸= n, one has that mn−1 ̸= 1, and E(y) = 0. On the
other hand,

ρ(y) = σ ◦ ψ−1◦ ψ(vmv
∗
n) = σ(vmv

∗
n) = λmλ

∗
n.

Because m ̸= n, one has that the matrix of λmλ
∗
n has no nonzero diagonal

entry, which is to say that

F
(
ρ(y)

)
= 0 = ρ

(
E(y)

)
,

as desired.
Assuming now that m = n, we have that y lies in C(ΩN ) (which we

identify with C(ΩN )δ1 as usual), so E(y) = y. On the other hand

ρ(y) = λmλ
∗
m,

which is a diagonal operator by (31.7), whence

F
(
ρ(y)

)
= ρ(y) = ρ

(
E(y)

)
,

proving our diagram to be commutative, as claimed.
We will eventually like to show that ρ is one-to-one on C(ΩN ). With

this goal in mind we next claim that, for every k in P , and every f in C(ΩN ),
one has that the kth diagonal entry of ρ(f), here denoted by ρ(f)k,k, is given
by

ρ(f)k,k = f(kP−1), (34.10.2)

where we are seeing kP−1 as an element of ΩN , as we already did in (34.7).
Let us first assume that f = 1m, where m is in P . In this case, identifying

1m with 1mδ1, as usual, we have that

1mδ1
(34.10.1)

= ψ(vmv
∗
m),
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so ρ(1m) = λmλ
∗
m, whence for every k in P , the corresponding diagonal entry

of ρ(1m) is given by

ρ(1m)k,k = (λmλ
∗
m)k,k

(32.5)
= [k ≥ m] = [m ∈ kP−1] = 1m(kP−1),

proving (34.10.2) for the particular case of f = 1m. To prove the general
case of this identity, it is enough to verify that the 1m generate C(ΩN ) as a
C*-algebra, which we do as follows: by Stone-Weierstrass we have that

{1g : g ∈ G} (34.10.3)

generates C(ΩN ) as a C*-algebra. On the other hand, since each ω in ΩN is
hereditary and directed, and since 1 ∈ ω, we have that

g ∈ ω ⇔ g ∨ 1 ∈ ω, ∀ g ∈ G.

Consequently 1g = 1g∨1, when g ∨ 1 exists, and 1g = 0, otherwise. Except
for the identically zero function we then have that (34.10.3) coincides with

{1n : n ∈ P},

which is therefore also a generating set for C(ΩN ), concluding the proof of
(34.10.2).

Still aiming at the proof that the kernel of ρ coincides with the kernel of
the regular representation of C(ΩN )⋊G, we will next prove that ρ is injective
on C(ΩN ).

For this, suppose that ρ(f) = 0, for some f in C(ΩN ). From (34.10.2)
we conclude that f vanishes on every kP−1 in ΩN . However, the set formed
by these is dense in ΩN by (34.8), so f = 0.

With this we may now describe the null space of ρ, as follows: given any
y in C(ΩN )⋊G, and using that F and E1 are faithful and ρ is injective on
C(ΩN ), we have that

ρ(y) = 0 ⇔ F
(
ρ(y)∗ρ(y)

)
= 0 ⇔ ρ

(
E(y∗y)

)
= 0 ⇔

⇔ E(y∗y) = 0 ⇔ E1

(
Λ(y∗y)

)
= 0 ⇔ Λ(y) = 0.

This shows that ρ and Λ share kernels, as claimed, so ρ factors through
Λ, producing a *-isomorphism

C(ΩN )⋊redG
ρ̃−→ W(P ),

whose inverse satisfies all of the required conditions. □
We may now use the results on amenability of Fell bundles to obtain

conditions under which N(P ) coincides with the Wiener-Hopf algebra:
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34.11. Theorem. Let (G,P ) be a quasi-lattice, where G is an amenable
group. Then N(P ) is naturally isomorphic to W(P ).

Proof. Follows immediately from (34.4), (34.10), and (20.7). □
We dedicate the remainder of this chapter to prove a useful characteri-

zation of faithful representations of the Wiener-Hopf algebra.

34.12. Proposition. Let (G,P ) be a quasi-lattice. Then the partial Ber-
noulli action restricted to ΩN is topologically free.

Proof. Let g ∈ G\{1} and assume by contradiction that there is an open
subset V of the domain of βg, where β refers to the partial Bernoulli action,
formed by fixed points for βg.

By (34.8) the collection of all mP−1, as m range in P , forms a dense
subset of ΩN , so there is some m in P such that mP−1 ∈ V . Therefore

mP−1 = βg(mP
−1) = gmP−1.

Since m is the maximum element in mP−1, and gm is the maximum
element in gmP−1, we deduce that gm = m, and hence that g = 1, a contra-
diction. This concludes the proof. □

In view of (34.10) and the result above, Corollary (29.6) applies to give
a characterization of faithful representations of the Wiener-Hopf algebra as
those whose restriction to C(ΩN ) are faithful. However, a more careful anal-
ysis will lead us to an even more precise result. But before that we need the
following auxiliary result.

34.13. Lemma. Let (G,P ) be a quasi-lattice and let W be a subset of
ΩN which is nonempty, open and invariant. Then there are p1, p2, . . . , pk ∈
P\{1}, such that W contains the subset

{ω ∈ ΩN : pi /∈ ω, for all i = 1, . . . , k}.

Proof. As before, we denote the partial Bernoulli action of G on ΩN by β,
and for each g in G, we denote the range of βg by DN

g .
Regarding the elements mP−1 of ΩN described in (34.6), we claim that

1P−1 lies in W . To see this observe that, for every g in G, one has

1P−1 ∈ DN
g

(5.14)⇔ g ∈ 1P−1 ⇔ g−1 ∈ P.

The orbit of 1P−1 under β is therefore given by

{βn(1P−1) : n ∈ P} = {nP−1 : n ∈ P},

which is a dense subset of ΩN by (34.8). Since W is nonempty, it follows
that W contains nP−1 for some n ∈ P . So, using the invariance of W , we
deduce that

1P−1 = βn−1(nP−1) ∈ βn−1

(
W ∩DN

n

)
⊆W,
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proving the claim. We may therefore pick

g1, g2, . . . , gr; h1, h2, . . . , hs ∈ G,

such that the basic neighborhood

U := {ω ∈ ΩN : gi ∈ ω, hj ̸∈ ω, ∀i ≤ r, ∀j ≤ s}

satisfies
1P−1 ∈ U ⊆W.

Consequently, for each i ≤ r, one has that gi ∈ 1P−1, so gi has the form
gi = n−1

i , for some ni in P . However notice that n−1
i ∈ ω, for every single ω

in ΩN , because

n−1
i ≤ 1

(5.14)

∈ ω,

and ω is hereditary by (34.3). So the condition “gi ∈ ω”, appearing in the
definition of U above, is innocuous and hence may be omitted, meaning that

U = {ω ∈ ΩN : hj ̸∈ ω, ∀j ≤ s}.

Since every ω in ΩN is directed by (34.3), one may easily see that ω ⊆
PP−1 (this was in fact explicitly proved in (34.3.1)). So, if any given hj is
not in PP−1, the condition “hj ̸∈ ω” is true for any ω in ΩN , and hence
may also be eliminated from the definition of U . We may therefore assume,
without loss of generality, that the hj all lie in PP−1.

Recall that such elements are precisely the ones which admit an upper
bound in P , and hence hj ∨ 1 exist, for every j. Again because every ω in
ΩN is hereditary and directed, it is easy to see that

hj ∈ ω ⇔ hj ∨ 1 ∈ ω, ∀ω ∈ ΩN .

We then conclude that the condition “hj ̸∈ ω” in the definition of U may be
replaced by “hj ∨ 1 /∈ ω”, allowing us to assume without loss of generality
that hj ∈ P . Moreover we must have hj ̸= 1, for every j, since otherwise
U = ∅. This concludes the proof. □

The following is the characterization of faithful representations of the
Wiener-Hopf algebra announced earlier.

34.14. Theorem. Let (G,P ) be a quasi-lattice and let π be a representation
of W(P ) on a Hilbert space. Then π is faithful if and only if, given any
p1, p2, . . . , pk ∈ P\{1}, one has that

(1 − V1V
∗
1 )(1 − V2V

∗
2 ) · · · (1 − VkV

∗
k ) ̸= 0,

where each Vi = π(λpi).
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Proof. Recall from (34.9) that W(P ) is the closed *-algebra of operators on
ℓ2(P ) generated by the range of the regular semigroup of isometries of P ,
namely

{λp : p ∈ P}.

It is also interesting to point out that, apart from λ1, which is the identity
operator, all of the other λp’s are proper isometries, in the sense that

1 − λpλ
∗
p ̸= 0, ∀ p ∈ P\{1}.

Denoting by e1 the first element of the canonical basis of ℓ2(P ), observe
that, for each p in P\{1}, one has that e1 is orthogonal to the range of λpλ

∗
p

by (32.5), so that in fact we have

(1 − λpλ
∗
p)(e1) = e1. (34.14.1)

Therefore, given p1, p2, . . . , pk ∈ P\{1}, as above, we have that

(1 − λp1λ
∗
p1)(1 − λp2λ

∗
p2) · · · (1 − λpkλ

∗
pk

) ̸= 0,

because this operator sends e1 to itself, as one may easily verify by successive
applications of (34.14.1).

If π is a faithful representation of W(P ), it therefore does not vanish on
the above operator, hence proving the “only if” part of the statement.

In order to prove the converse, let us assume by contradiction that π
satisfies the condition in the statement and yet it is not faithful. Using the
isomorphism

χ : W(P ) → C(ΩN )⋊redG

provided by (34.10), we have that

ρ := π ◦ χ−1

is a representation of the above reduced crossed product, which is likewise
non-faithful.

Denoting by J the null space of ρ, we then have that J is a nontrivial
ideal of C(ΩN )⋊redG. So, putting together (34.12) and (29.5), we deduce
that

K := J ∩ C(ΩN ) ̸= {0},

and moreover K is invariant by (23.11). Writing K = C0(W ), where W is an
open subset of ΩN , we then have that W is nonempty and invariant.

We may then invoke (34.13) to produce p1, p2, . . . , pk in P\{1} such that

U := {ω ∈ ΩN : pi /∈ ω, for all i = 1, . . . , k} ⊆W.
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It follows that any function in C(ΩN ), whose support is contained in U ,
necessarily lies in the null space of ρ.

Denoting, as usual, the characteristic function of the set

{ω ∈ ΩN : p ∈ ω}

by 1p, observe that the characteristic function of U , here denoted by 1U , is
given by

1U = (1 − 1p1)(1 − 1p2) . . . (1 − 1pk).

Therefore

0 = ρ(1U ) =
k∏
i=1

ρ(1 − 1pi)
(8.14.f)

=
k∏
i=1

ρ
(
1 − (1piδpi)(1piδpi)

∗) (34.10)
=

=
k∏
i=1

ρ
(
1 − χ(λpi)χ(λpi)

∗) =
k∏
i=1

(
1 − π(λpi)π(λpi)

∗) =
k∏
i=1

(
1 − ViV

∗
i

)
,

where the Vi are as in the statement. This is a contradiction, and hence the
proof is concluded. □

Notes and remarks. Wiener-Hopf operators were first introduced by Norbert
Wiener and Eberhard Hopf in [68], who studied them from the point of view of
integral equations. In the context of quasi-lattice ordered groups, the Wiener-
Hopf C*-algebra W(P ) and the algebra N(P ) (with a different notation) was
first studied by Nica in [83], where he observed that both W(P ) and N(P )
have a “crossed product type structure”, emphasizing the role of the abelian
subalgebra D = C(ΩN ) [83, Section 6.2]. We believe the above description of
these algebras as reduced and full partial crossed products vindicates Nica’s
suspicion in a telling way. Theorem (34.14) is due to Laca and Raeburn [76,
Proposition 2.3(3)].



35. the toeplitz c*-algebra of a graph 301

35. THE TOEPLITZ C*-ALGEBRA OF A GRAPH

As we have already mentioned, C*-algebras generated by partial isometries
have played a very important role in the theory. Besides the C*-algebras
associated to semigroups of isometries treated in the previous chapter, some
of the most prevalent examples are the Cuntz-Krieger [28], Exel-Laca [56]
and the graph C*-algebras [93].

The class of Exel-Laca algebras includes the Cuntz-Krieger algebras, but
the relationship between the former and graph algebras is not as straightfor-
ward. When a certain matrix which parametrizes Exel-Laca algebras have
the property that two distinct rows are either equal or orthogonal (a well
known property of the incidence matrix of a graph), Exel-Laca algebras are
easily seen to produce all graph algebras, except for graphs containing ver-
tices which are not the range of any edge (known as sources). However, up
to Morita-Rieffel-equivalence, the class of Exel-Laca algebras coincides with
the class of graph algebras, as recently proved by Katsura, Muhly, Sims and
Tomforde [72].

Both Exel-Laca and graph C*-algebras may be described as partial cros-
sed products, and in fact these algebras have been among the motivating
examples for the development of the theory of partial actions. Since the par-
tial crossed product description of graph C*-algebras is a bit easier than that
of Exel-Laca algebras, we will dedicate the remaining chapters of this book
to studying graph C*-algebras from the point of view of partial actions.

▶ From now on we will fix a graph

E = (E0, E1, r, d),

where E0 is the set of vertices, E1 is the set of edges, and

r, d : E1 → E0

are the range and domain (or source) maps, respectively.
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35.1. Definition. The Toeplitz C*-algebra of E, denoted TE , is the univer-
sal C*-algebra generated by a set of mutually orthogonal projections

G0 = {pv : v ∈ E0},

and a set of partial isometries

G1 = {sa : a ∈ E1},

subject to the relations:

(i) s∗asb = [a = b] pd(a), where the brackets correspond to Boolean value,

(ii) sas
∗
a ≤ pr(a),

for all a and b in E1. The graph C*-algebra of E, denoted C∗(E), is likewise
defined, where in addition to the above relations, one has

(iii) pv =
∑
r(a)=v sas

∗
a,

for all v ∈ E0, such that r−1(v) is finite and nonempty.

The first requirement for a C*-algebra generated by partial isometries
to be tractable with our methods is that the partial isometries involved form
a tame set, so our first medium term goal will be to prove this fact. Since
C∗(E) is derived from the Toeplitz algebra, we will initially concentrate our
attention on TE .

As usual, a (finite) path in E is defined to be a sequence α = α1 . . . αn,
where n ≥ 1, and the αi are edges in E, such that d(αi) = r(αi+1), for all
i = 1, . . . , n − 1. This is the usual convention when treating graphs from a
categorical point of view, in which functions compose from right to left.

The length of α, denoted |α|, is the number n of edges in it. As a special
case we will also consider each vertex of E as a path of length zero.

The source of a path α of length n > 0 is defined by d(α) = d(αn), and
its range is defined by r(α) = r(α1). In the special case that α is a path of
length zero, hence consisting of a single vertex, the range and source of α are
both defined to be that vertex.

The set of all paths of length n will be denoted by En (this being con-
sistent with the notations for E0 and E1 already in use), and the set of all
(finite) paths will be denoted by E∗.

By an infinite path in E we shall mean an infinite sequence

α = α1α2 . . .

where each αi is an edge in E, and d(αi) = r(αi+1), for all i ≥ 1. The set of
all infinite paths will be denoted by E∞. We define the range of an infinite
path α to be r(α) = r(α1), and the length of such a path to be |α| = ∞.
There is no sensible notion of domain for an infinite path.

The set formed by all finite or infinite paths in E will be denoted by E♯,
namely

E♯ = E∗ ∪ E∞.
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35.2. Definition. Given paths α ∈ E∗ and β ∈ E♯, with d(α) = r(β), we
will denote by αβ the path defined as follows:

(i) if |α| > 0, and |β| > 0, then αβ is simply the concatenation of α and β,

(ii) if |α| = 0, and |β| > 0, then αβ = β,

(iii) if |α| > 0, and |β| = 0, then αβ = α,

(iv) if |α| = |β| = 0, in which case α necessarily coincides with β (because
α = d(α) = r(β) = β), then αβ is defined to be either α or β.

Thus we see that paths of length zero get absorbed at either end of path
multiplication except, of course, when both path being multiplied have length
zero, when only one of them disappears. One should note, however, that even
though paths of length zero do not show up in the resulting product, they
play an important role in determining whether or not the multiplication is
defined. In particular, if α is a path of length zero consisting of a single vertex
v, then αβ is not defined, hence forbidden, unless r(β) = v.

This should be compared with the operation of composition of morphisms
in a category, where vertices play the role of identities.

35.3. Definition. Given two paths α ∈ E∗, and β ∈ E♯, we will say that
α is a prefix of β if there exists a path γ ∈ E♯, such that d(α) = r(γ), and
β = αγ.

As an example, notice that for every path α, one has that r(α)α = α,
so r(α) is a prefix of α. The following is an alternate way to describe this
concept:

35.4. Proposition. Given two paths α ∈ E∗, and β ∈ E♯, one has that α
is a prefix of β if and only if

(i) r(α) = r(β),

(ii) |α| ≤ |β|,
(iii) αi = βi, for all i = 1, . . . , |α|.

Notice that when α and β are paths of nonzero length, in order to check
that α is a prefix of β it is enough to verify (35.4.ii–iii), since (35.4.i), follows
from (35.4.iii), with i = 1.

On the other hand, if |α| = 0, then α is a prefix of β if and only if (35.4.i)
holds.

Given a finite path α = α1 . . . αn of length n > 0, we will denote by sα
the element of TE given by

sα = sα1 . . . sαn .

In the special case that v is a vertex in E0, and α is the path of length zero
given by α = v, we will let

sα = pv.
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35.5. Lemma. For every α ∈ E∗, one has

(i) sα = pr(α)sα,

(ii) sα = sαpd(α),

(iii) sαs
∗
α ≤ pr(α).

Proof. Observing that the case |α| = 0 is trivial, we assume that |α| ≥ 1.
Notice that, for every edge a ∈ E1, one has

pr(a)sa = pr(a)sas
∗
asa

(35.1.ii)
= sas

∗
asa = sa.

Applying this to the leading edge of α, we deduce (i). On the other hand,

sa = sas
∗
asa

(35.1.i)
= sapd(a),

which, applied to the trailing edge of α, provides (ii).
Regarding (iii), we have

sαs
∗
α

(i)
= pr(α)sα s

∗
αpr(α) ≤ ∥sα∥2pr(α) ≤ pr(α). (†)

In the first inequality above we have used the identity

abb∗a∗ ≤ ∥b∥2aa∗,

known to hold in any C*-algebra, while the second inequality in (†) holds be-
cause sα is a product of partial isometries, each of which has norm no bigger
than 1, hence ∥sα∥ ≤ 1. □
35.6. Remark. If α = α1 . . . αn is a random sequence of edges, not neces-
sarily forming a path, we may still define sα, as above. However, unless α is
a path, we will have sα = 0. The reason is as follows: if there exists i with
d(αi) ̸= r(αi+1), then

sαisαi+1 = sαipd(αi)pr(αi+1)sαi+1 = 0,

because the vertex projections pv are pairwise orthogonal by construction.

35.7. Lemma. If α is a finite path in E, then s∗αsα = pd(α).

Proof. This is evident if |α| = 0, while (35.1.i) gives the case |α| = 1. If
|α| ≥ 2, then

s∗α1
sα1sα2 = pd(α1)sα2 = pr(α2)sα2

(35.5.i)
= sα2 , (⋆)

so
s∗αsα = s∗αn

. . . s∗α2
s∗α1

sα1sα2︸ ︷︷ ︸
(⋆)

. . . sαn = s∗αn
. . . s∗α2

sα2 . . . sαn ,

and the result follows by induction. □
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35.8. Lemma. Given α and β in E∗ such that s∗αsβ ̸= 0, then either α is a
prefix of β, or vice versa.

Proof. Since s∗βsα = (s∗αsβ)∗ ̸= 0, we see that α and β play symmetric roles,
so we may assume, without loss of generality, that |α| ≤ |β|.

Observe that
0 ̸= s∗αsβ

(35.5.i)
= s∗αpr(α)pr(β)sβ ,

which yields pr(α)pr(β) ̸= 0, and consequently r(α) = r(β). If |α| = 0, the
proof is thus concluded, so we suppose that |α| > 0, writing α = α1α2 . . . αn,
and β = β1β2 . . . βm.

Notice that α1 = β1, since otherwise we would have s∗α1
sβ1

= 0 by
(35.1.i) , which would imply s∗αsβ = 0. Writing v = d(β1) = r(β2), we then
have

0 ̸= s∗αsβ = s∗αn
. . . s∗α2

s∗α1
sβ1sβ2 . . . sβm

(35.1.i)
=

= s∗αn
. . . s∗α2

pvsβ2 . . . sβm

(35.5.i)
= s∗αn

. . . s∗α2
sβ2 . . . sβm ,

and the proof again follows by induction. □
Our goal of proving the generating set of TE to be a tame set of par-

tial isometries depends on an understanding of the semigroup they generate.
With the above preparations we are now able to describe this semigroup.

35.9. Proposition. Let G be the subset of TE given by

G = G0 ∪ G1 = {pv : v ∈ E0} ∪ {sa : a ∈ E1}.

Then the multiplicative sub-semigroup of TE generated by G ∪ G ∗ ∪ {0}
coincides with {sαs∗β : α, β ∈ E∗} ∪ {0}.

Proof. We will initially prove that the set M defined by

M = {sαs∗β : α, β ∈ E∗} ∪ {0},

is closed under multiplication. So pick α, β, µ and ν in E∗, and let us show
that

sαs
∗
βsµs

∗
ν ∈M. (35.9.1)

If s∗βsµ = 0, then our claim follows trivially. Otherwise s∗βsµ ̸= 0, and
(35.8) implies that β is a prefix of µ, or vice versa. Assuming without loss of
generality that β is a prefix of µ, we have that sµ = sβsξ, for some path ξ,
whence

sαs
∗
βsµs

∗
ν = sαs

∗
βsβsξs

∗
ν

(35.7)
= sαpd(β)sξs

∗
ν

(35.5.i)
= sαpd(β)pr(ξ)sξs

∗
ν = · · ·

If d(β) ̸= r(ξ), the above vanishes, in which case (35.9.1) is proved, or else
d(β) = r(ξ), whence pd(β)pr(ξ) = pr(ξ), and the above equals

· · · = sαpr(ξ)sξs
∗
ν = sαsξs

∗
ν = sαξs

∗
ν ∈M.
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Strictly speaking, αξ might not be a path, but in this case sαξ = 0, by
(35.6), so sαξs

∗
ν lies in M , as well.

This concludes the proof that M is a semigroup, as claimed. Using angle
brackets “⟨ ⟩” to denote generated semigroup, we clearly have

G ∪ G ∗ ∪ {0} ⊆M ⊆
⟨
G ∪ G ∗ ∪ {0}

⟩
,

from where the proof follows easily. □
Speaking of the elements sαs

∗
β forming the above semigroup M , notice

that when d(α) ̸= d(β), one has

sαs
∗
β

(35.5.ii)
= sαpd(α)pd(β)s

∗
β = 0.

So, we may alternatively describe M as

M = {sαs∗β : α, β ∈ E∗, d(α) ̸= d(β)} ∪ {0}.

Having a concrete description of our semigroup, we may now face our
first main objective:

35.10. Theorem. For every graph E, the set of standard generators of TE ,
namely G = G0 ∪ G1, is a tame set of partial isometries.

Proof. By (35.9), it suffices to prove that sαs
∗
β is a partial isometry for every

α, β ∈ E∗. We have

(sαs
∗
β)(sαs

∗
β)

∗
(sαs

∗
β) = sαs

∗
βsβs

∗
αsαs

∗
β

(35.7)
= sαpd(β)pd(α)s

∗
β =

= sαpd(α)pd(β)s
∗
β

(35.5.ii)
= sαs

∗
β .

This shows that sαs
∗
β is a partial isometry, and hence that G is tame. □

It follows from the above that the set {sa : a ∈ E1} is also tame. So,
letting F be the free group on the set E1, we may invoke (12.13) to conclude
that there exists a unique semi-saturated *-partial representation

u : F→ T̃E , (35.11)

such that ua = sa, for all a ∈ E1, where T̃E is the algebra obtained from TE
by adding a unit to it, even if it already has one44.

As usual let us denote by eg = ugug−1 .

44 It is easy to see that TE is unital if and only if E0 is finite, in which case the unit of
TE is given by the sum of all the pv , with v ranging in E0.
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35.12. Proposition. The partial representation described in (35.11) satis-
fies, for every a and b in E1,

(i) d(a) = d(b) ⇒ ea−1 = eb−1 ,

(ii) d(a) ̸= d(b) ⇒ ea−1eb−1 = 0,

(iii) r(a) = d(b) ⇒ ea ≤ eb−1 ,

(iv) a ̸= b ⇒ eaeb = 0.

Proof. Noticing that

ea−1 = ua−1ua = s∗asa = pd(a),

points (i) and (ii) follow at once. As for (iii) we have

ea = uaua−1 = sas
∗
a

(35.1.ii)

≤ pr(a) = pd(b) = eb−1 .

Finally, if a ̸= b, then

eaeb = uaua−1ubub−1 = sas
∗
asbs

∗
b

(35.1.i)
= 0. □

In order to avoid technical details, we will now restrict ourselves to study-
ing graphs for which TE is generated by the sa alone, a property that follows
from the absence of sinks, as defined below:

35.13. Definition. A vertex v ∈ E0 is said to be a:

(i) sink, if d−1(v) is the empty set,

(ii) source, if r−1(v) is the empty set,

(iii) regular vertex, if r−1(v) is finite and nonempty.

If the vertex v is not a sink, then there exists some edge a in E1 such
that d(a) = v. Therefore (35.1.i) implies that

s∗asa = pd(a) = pv,

whence pv lies in the algebra generated by the sa.

▶ From now on we will concentrate on graphs without sinks, so we suppose
throughout that E has no sinks.

In this case, as seen above, all of the pv may be expressed in terms of
the sa, which is to say that

G1 = {sa : a ∈ E1}

generates TE , as a C*-algebra.
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35.14. Theorem. Let E be a graph without sinks, and let F be the free
group on the set E1, equipped with the usual word-length function. Also let

(i) R′ be the set consisting of relations (9.1.i–iv),

(ii) Rsat be the set of relations described in (14.20), and

(iii) RE be the set consisting of relations (35.12.i–iv), for each a and b in
E1. (By this we mean that we take the relation on the right-hand-side
of “⇒”, whenever the condition in the left-hand-side holds).

Then T̃E is *-isomorphic to the universal unital C*-algebra generated by a
set {ug : g ∈ F}, subject to the set of relations R′ ∪Rsat ∪RE .

Proof. It clearly suffices to prove that T̃E possesses the corresponding uni-
versal property. As a first step, observe that the elements in the range of
the partial representation u given by (35.11) satisfy R′ for obvious reasons,
satisfy Rsat because u is semi-saturated, and satisfy RE by (35.12).

Since sa = ua, for every a in E1, we see that the range of u contains
G1. Moreover, for every v ∈ E0, one may pick a ∈ E1 such that d(a) = v,
because E has no sinks, whence

pv = s∗asa = ua−1ua,

and so we see that the range of u also contains G0, hence generating T̃E as a
C*-algebra.

Let us now assume we are given a unital C*-algebra B which contains a
set {ûg : g ∈ F}, satisfying relations R′ ∪Rsat ∪RE . As usual, for each g in
F, we will let êg = ûgûg−1 .

For each a in E1, define, ŝa = ûa, and for every v ∈ E0, choose an edge
b ∈ E1, with d(b) = v, and put p̂v = êb−1 . Notice that such an edge exists
because v is not a sink. Moreover, if a is another edge with d(a) = v, then
êb−1 = êa−1 by (35.12.i), a relation which is part of RE , and is therefore
satisfied by the ûg.

We now claim that the sets

Ĝ0 = {p̂v : v ∈ E0}, and Ĝ1 = {ŝa : a ∈ E1},

satisfy conditions (35.1.i&ii). In fact, since û is clearly a partial representa-
tion, we have that each ŝa is a partial isometry by (12.2), and hence the p̂v
are projections.

If v1, v2 ∈ E0 are two distinct vertices, choose a1, a2 ∈ E1, with d(ai) =
vi. Then

p̂v1 p̂v2 = êa−1
1
êa−1

2
= 0,

by (35.12.ii), so the pv are pairwise orthogonal, as required.
In order to check (35.1.i), let a, b ∈ E1. Then

ŝ∗aŝb = ûa−1 ûb = ûa−1 ûaûa−1 ûbûb−1 ûb = ûa−1 êaêbûb.
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If a ̸= b, the above vanishes by (35.12.iv). Otherwise, we have

ŝ∗aŝb = ûa−1 ûa = êa−1 = p̂d(a).

Let us now prove (35.1.ii), so pick a ∈ E1. Since E has no sinks, there
exists some b ∈ E1, such that d(b) = r(a). Then

ŝaŝ
∗
a = ûaûa−1 = êa

(35.12.iii)

≤ êb−1 = p̂d(b) = p̂r(a).

Therefore, by the universal property of TE , we conclude that there exists
a *-homomorphism φ : TE → B, such that

φ(pv) = p̂v, and φ(sa) = ŝa, (35.14.1)

for all v ∈ E0, and all a ∈ E1. By mapping identity to identity, we may
extend φ to a unital map from T̃E to B.

The proof will then be concluded once we prove that φ(ug) = ûg, for all
g in F, which we do by induction on |g|. The case |g| = 0, follows since φ
preserve identities, while the case |g| = 1, follows from (35.14.1).

If |g| ≥ 2, write g = g1g2, with |g| = |g1|+ |g2|, and |g1|, |g2| < |g|. Then,
since both u and û are semi-saturated, we have by induction that

φ(ug) = φ(ug1g2) = φ(ug1ug2) = φ(ug1)φ(ug2) = ûg1 ûg2 = ûg1g2 = ûg.

This concludes the proof. □
According to (14.2), our last result may then be interpreted as saying

that
T̃E ≃ C∗

par(F,Rsat ∪RE),

so we may apply (14.16) in order to describe T̃E as a partial crossed product.

35.15. Corollary. Given a graph E without sinks, denote by ΩE the spec-
trum of the set of relations Rsat ∪ RE , and consider the partial action of F
on ΩE obtained by restricting the partial Bernoulli action. Then there is a
*-isomorphism

φ : T̃E → C(ΩE)⋊F,
such that

φ(sa) = 1aδa, ∀ a ∈ E1.

In what follows we will denote the already mentioned restriction of the
partial Bernoulli action to ΩE by

θE =
(
{DE

g }g∈G, {θEg }g∈G
)
, (35.16)

By direct inspection, using (14.8), it is easy to see that

ω0 = {1}, (35.17)

is an element of ΩE . Since ω0 does not lie in any DE
g (see (5.14)), for g ̸= 1,

we have that {ω0} is an invariant subset of ΩE , whence its complement is an
open invariant set.

This moreover implies that C0

(
ΩE\{ω0}

)
is an invariant ideal of C(ΩE),

whence C0

(
ΩE\{ω0}

)
⋊F is an ideal in C(ΩE)⋊F by (22.9).
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35.18. Theorem. In the context of (35.15), the restriction of φ to TE is an
isomorphism from TE onto C0

(
ΩE\{ω0}

)
⋊F.

Proof. As already seen, we have that ω0 /∈ DE
a , for every edge a, whence

DE
a ⊆ ΩE\{ω0}. Consequently

1aδa ∈ C0

(
ΩE\{ω0}

)
⋊F,

showing that φ(TE) is contained in C0

(
ΩE\{ω0}

)
⋊F. By (22.9) we have that

C(ΩE)⋊F
C0

(
ΩE\{ω0}

)
⋊F

≃ C({ω0})⋊F,

which is a one-dimensional algebra given that the intersection of the DE
g

with {ω0} is empty, except for when g = 1. Thus, the co-dimension of

C0

(
ΩE\{ω0}

)
⋊F in C(ΩE)⋊F is the same as the co-dimension of TE in T̃E ,

both being equal to 1. Since φ is an isomorphism, one then sees that φ(TE)
must coincide with in C0

(
ΩE\{ω0}

)
⋊F. □

Notes and remarks. In 1980, Enomoto and Watatani [40] realized that certain
properties of the recently introduced Cuntz-Krieger C*-algebras [28] could
be described by notions from graph theory. Seventeen years later, Kumjian,
Pask, Raeburn and Renault [74] began studying C*-algebras for certain infi-
nite graphs, in the wake of which many authors established an intense area
of research going by the name of “graph C*-algebras”. Definition (35.1) first
appeared in [63]. It was inspired by ideas from [74] and [56]. The reader will
find a long list of references for the theory of graph C*-algebras in [93].
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36. PATH SPACES

The definition of the spectrum of a set of relations given in (14.8) is a one-
size-fits-all description, having many applications to concrete examples, such
as the various C*-algebras associated to semigroups of isometries and the
Toeplitz C*-algebra of a graph studied above. However experience shows
that, once we have focused on a specific example, the description of ΩR given
in its formal definition may often be greatly simplified, leading to a much
more intuitive and geometrically meaningful picture of this space.

The purpose of this chapter is thus to develop a careful analysis of the
spectrum ΩE of the relations leading up to T̃E , as described in (35.15).

▶ As above, we will continue working with a fixed graph E without sinks.
Since ΩE is a subset of {0, 1}F = P(F), each ω ∈ ΩE may be viewed as a
subset of F. A useful mental picture of an element ω in ΩE is thus to imagine
the vertices of the Cayley graph of F painted black whenever they correspond
to an element in ω.
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Observing that ΩE is a subspace of the space Ω1 defined in (5.11), every
ω ∈ ΩE is a subset of F containing the unit group element, so the vertex of
the Cayley graph corresponding to 1 will always be painted black. Moreover,
the presence of relations Rsat imply that every ω is convex, according to
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(14.20), and one may easily show that the abstract notion of convexity given
in (14.19.b) coincides with the corresponding geometric notion.

Our alternative description of the elements ω belonging to ΩE will be
aided by the following concept:

36.1. Definition. Let ω ∈ Ω1, and let g ∈ ω. The local configuration of ω
at g is the set

locg(ω) = {h ∈ F : |h| = 1, gh ∈ ω}.

Since the vertices in the Cayley graph adjacent to a given g are precisely
those of the form gh, with |h| = 1, the local configuration of ω at g determines
which of the adjacent vertices correspond to elements belonging to ω. Also
notice that the condition |h| = 1 implies that h is either an edge or the inverse
of an edge. Therefore locg(ω) ⊆ E1 ∪ (E1)−1, where the inverse is evidently
taken with respect to the group structure of F.

36.2. Proposition. A given ω ∈ Ω1 lies in ΩE if and only if ω is convex,
and for all g in ω, the local configuration of ω at g is of one of the following
mutually exclusive types:

(a) there is an edge a ∈ E1, such that

locg(ω) = {a} ∪ {b−1 : b ∈ E1, d(b) = r(a)},

(b) there is a vertex v ∈ E0, such that

locg(ω) = {b−1 : b ∈ E1, d(b) = v},

(c) locg(ω) is the empty set.

Proof. Let us first prove the only if part, so let us suppose that ω ∈ ΩE .
Since the relations involved in the definition of ΩE (see (35.15)) include Rsat,
we have that ΩE ⊆ ΩRsat , so ω is in ΩRsat and then (14.20) implies that ω is
convex.

Let us now suppose that we are given g in G, and there exists an edge
a ∈ locg(ω). If so, we claim that the local configuration of ω at g is of type
(a). In fact, suppose by contradiction that some other edge b lies in locg(ω).
Then, taking relation (35.12.iv) into account, one sees that the function

f = εaεb

(see (14.8)) lies in FRE
, whence

0 = f(g−1ω) = [a ∈ g−1ω][b ∈ g−1ω] = [ga ∈ ω][gb ∈ ω],

and since ga ∈ ω, it follows that gb /∈ ω, whence b /∈ locg(ω). This proves
that a is the only edge (as opposed to the inverse of an edge) lying in locg(ω).
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Let us now prove that b−1 ∈ locg(ω), whenever the edge b is such that
d(b) = r(a). Under these conditions relation (35.12.iii) is in RE , so the
function

f = εa − εaεb−1 = εa(1 − εb−1)

lies in FRE , whence

0 = f(g−1ω) = [a ∈ g−1ω]
(
1 − [b−1 ∈ g−1ω]

)
=

= [ga ∈ ω]
(
1 − [gb−1 ∈ ω]

)
.

Since ga ∈ ω, it follows that gb−1 ∈ ω, so b−1 ∈ locg(ω), as desired.
To conclude the proof of the claim that the local configuration of ω at g is

of type (a), it now suffices to prove that b−1 /∈ locg(ω), whenever d(b) ̸= r(a).
Using that r(a) is not a sink, choose c ∈ E1 such that d(c) = r(a), so
c−1 ∈ locg(ω) by the previous paragraph. We then have that d(c) ̸= d(b), so
relation (35.12.ii) applies and letting

f = εb−1εc−1 ,

we have

0 = f(g−1ω) = [b−1 ∈ g−1ω][c−1 ∈ g−1ω] = [gb−1 ∈ ω][gc−1 ∈ ω].

Since gc−1 ∈ ω, as seen above, we have that gb−1 /∈ ω, and consequently
b−1 /∈ locg(ω).

This proves the claim under the assumption that locg(ω) contains an
edge, so let us suppose the contrary. If locg(ω) is empty, the proof is over,
so we are left with the case in which b−1 lies in locg(ω) for some edge b.
Denoting by v = d(b), we have for an arbitrary edge c that

[gc−1 ∈ ω] = [gc−1 ∈ ω][gb−1 ∈ ω] = εc−1(g−1ω)εb−1(g−1ω) = · · ·

Considering the appropriate function in FRE
related to (35.12.i–ii), according

to whether or not d(c) = d(b), the above equals

· · · = [d(c) = d(b)] εb−1(g−1ω) = [d(c) = v],

which says that c ∈ locg(ω) if and only if d(c) = v. This proves that locg(ω)
is of type (b), and hence the proof of the only if part is concluded.

The proof of the converse essentially consists in reversing the arguments
above and is left to the reader. □

As already observed in (35.17), the element ω0 = {1} is a member of
ΩE . By convexity, this is the only element displaying a local configuration of
type (36.2.c).

By inspection of the possible local configuration types above one may
easily prove the following:
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36.3. Proposition. Let ω be in ΩE , and let g be in ω.

(i) If locg(ω) contains an edge a, then

b−1 ∈ locg(ω) ⇔ d(b) = r(a), ∀ b ∈ E1.

(ii) If locg(ω) contains c−1, for some edge c, then

b−1 ∈ locg(ω) ⇔ d(b) = d(c), ∀ b ∈ E1.

We now begin to work towards giving a description of the elements of
ΩE based on local configurations.

36.4. Lemma. Let ω be in ΩE , and let g be in ω. Given a finite path ν,
with m := |ν| ≥ 1, and ν−1

m ∈ locg(ω), then gν−1 ∈ ω.

Proof. We prove by (backwards) induction that µν−1
m ν−1

m−1 . . . ν
−1
k ∈ ω, for

every k. By the definition of local configurations it is immediate that gν−1
m ∈

ω. Now supposing that k0 ≤ m, and

µν−1
m ν−1

m−1 . . . ν
−1
k ∈ ω, ∀ k ≥ k0,

let h = µν−1
m ν−1

m−1 . . . ν
−1
k0

. Then νk0 ∈ loch(ω), and d(νk0−1) = r(νk0), so

ν−1
k0−1 is in loch(ω) by (36.3.i), meaning that

ω ∋ hν−1
k0−1 = µν−1

m ν−1
m−1 . . . ν

−1
k0
ν−1
k0−1,

as desired. □
In our next main result we will use the above local description of the

elements in ΩE to give a parametrization of ΩE by the set of all (finite and
infinite) paths. In order to do this we must first fine tune our interpretation
of finite paths as elements of F: if α is a finite path of positive length, then
we may write α = α1α2 . . . αn, and there is really only one way to see α as
an element in F, namely as the product of the αi. However, when α has
length zero then it consists of a single vertex and we will adopt the perhaps
not so obvious convention that α represents the unit element of F. This is
not to say that we are identifying all paths of length zero with one another,
the convention only applying when paths are seen as elements of F.

The correspondence, about to defined, of elements of F with paths in E,
will send each path α to the subset ωα introduced below:

36.5. Definition. Given α ∈ E♯, let ωα be the subset of F defined by

ωα = {µν−1 : µ, ν ∈ E∗, d(µ) = d(ν), µ is a prefix of α}.

Taking µ to be the range of α, considered as a path of length zero, as
well as a prefix of α, one sees that ωα contains every element of the form ν−1,
where ν is a path with d(ν) = r(α). Likewise, if µ is any prefix of α, then,
taking ν to be the path of length zero consisting of the vertex d(µ), we see
that µ is in ωα.

Let us now discuss the reduced form of elements in ωα.
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36.6. Proposition. For any α ∈ E♯, and for every g ∈ ωα, there are µ, ν ∈
E∗ such that

(i) g = µν−1,

(ii) ℓ(g) = |µ| + |ν|,
(iii) d(µ) = d(ν), and

(iv) µ is a prefix of α.

Proof. Given g = µν−1 ∈ ωα, as in (36.5), there is nothing to do in case |µ|
or |ν| vanish. So we may assume that |µ| and |ν| are both at least equal to 1,
and we may then write write µ = µ1µ2 . . . µn, and ν = ν1ν2 . . . νm, with the
µi and the νj in E1, whence

g = µ1µ2 . . . µn−1µnν
−1
m ν−1

m−1 . . . ν
−1
2 ν−1

1 .

If µn ̸= νm, then g is in reduced form, so ℓ(g) = |µ| + |ν|, as needed.
Otherwise let us use induction on |µ|+ |ν|. So, supposing that µn = νm,

we may clearly cancel out the term “µnν
−1
m ” above, and we are then left with

g = µ′ν′
−1

, where µ′ = µ1µ2 . . . µn−1, and ν′ = ν1ν2 . . . νm−1. In this case,
notice that

d(µ′) = d(µn−1) = r(µn) = r(νm) = d(νm−1) = d(ν′),

so µ′ and ν′ satisfy the conditions required of µ and ν in the definition of ωα,
and the proof follows by induction.

In fact we still need to take into account the case in which m or n coincide
with 1, since e.g. when m = 1, there is no νm−1. Under this situation we may
still cancel out the term “µnν

−1
m ”, so that g = µ′ν′

−1
, where µ′ is as above

and ν′ is the path of length zero consisting of the vertex d(µn−1).
If, instead, one had n = 1, we could take µ′ = d(νm−1) and ν′, as above,

observing that

µ′ = d(νm−1) = r(νm) = r(µ1) = r(µ) = r(α),

so µ′ is still a prefix of α and we could proceed as above. Of course this still
leaves out the case in which n = m = 1, but then g = 1 and it is enough to
take µ = ν = r(α). □

As we will soon find out, the elements of F of the form described in (36.6)
have a special importance to us. We shall thus introduce a new concept to
highlight these elements.

36.7. Definition. Given g in F of the form g = µν−1, where µ, ν ∈ E∗, we
will say that g is in standard form if conditions (36.6.ii–iii) are satisfied.

The following is the main technical result leading up to our concrete
description of ΩE .
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36.8. Theorem. For each finite or infinite path α, one has that ωα belongs
to ΩE . In addition, the correspondence α 7→ ωα is a one-to-one mapping
from E♯ onto ΩE\{ω0}, where ω0 is defined in (35.17).

Proof. By checking convexity and analyzing local configurations it is easy to
use (36.2) in order to prove that ωα is in ΩE\{ω0}, for every α in E♯. It is
also evident that the mapping referred to in the statement is injective.

In order to prove surjectivity, let ω ∈ ΩE\{ω0}, and define

ω+ = ω ∩F+,

where F+ is the positive cone45 of F. We claim that any

α = α1α2 . . . αn ∈ ω+,

where each αi is an edge, and n ≥ 1, is necessarily a path. In fact, for every
i = 1, . . . , n− 1, notice that, by convexity, g := α1α2 . . . αi ∈ ω+, and

α−1
i , αi+1 ∈ locg(ω).

The local configuration of ω at g is therefore of type (36.2.a), since it contains
an edge, whence d(αi) = r(αi+1), proving that α is indeed a path.

We next claim that, given any two finite paths α, β ∈ ω+, with 1 ≤ |α| ≤
|β|, then necessarily α is a prefix of β. Otherwise let i be the smallest integer
such that αi ̸= βi. Again by convexity we have that

g := α1α2 . . . αi−1 = β1β2 . . . βi−1 ∈ ω+,

(in case i = 0, then g is to be interpreted as 1), and αi, βi ∈ locg(ω).
Including two different edges, locg(ω) fails to be of any of the types

described in (36.2), thus bringing about a contradiction. This proves that α
is a prefix of β, as desired.

We will now build a path α which will later be proven to satisfy ω = ωα.

(i) Assuming that the set of finite paths of positive length in ω+ is finite
and nonempty, we let α be the longest such path.

(ii) Should there exist arbitrarily long paths in ω+, we let α be the infinite
path whose prefixes are the finite paths in ω.

(iii) In case ω contains no path of positive length, then the local configuration
of ω at 1 is necessarily of type (36.2.b) (it cannot be of type (36.2.c) since
ω is convex and ω ̸= ω0). In this case we put α = v, where v is the vertex
referred to in (36.2.b).

45
F+ is defined as the sub-semigroup of F generated by E1. We assume that F+ also

contains the unit of F.
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As already indicated, we will prove that ωα = ω. By construction it is
clear that ωα∩F+ = ω∩F+. Therefore, for any g in F+, we have that g ∈ ω,
if and only if g is a prefix of α.

In order to prove that ωα ⊆ ω, pick any g ∈ ωα, and write g = µν−1,
with µ a prefix of α and ν a path with d(µ) = d(ν).

If |ν| = 0, then g is a prefix of α, so g is in ω. We therefore suppose that

ν = ν1ν2 . . . νm,

where m ≥ 1.

case 1. Assuming that n := |µ| ≥ 1, we have that µ is in ω. Moreover
µ−1
n ∈ locµ(ω), and d(µn) = d(µ) = d(ν) = d(νm). Therefore ν−1

m ∈ locg(ω)
by (36.3.ii). Employing (36.4) we then have that g = µν−1 ∈ ω.

case 2. Assuming that |µ| = 0, we have that µ = v, for some vertex v. The
fact that µ is a prefix of α in this case means that v = r(α), therefore

d(νm) = d(ν) = d(µ) = v = r(α).

Temporarily assuming that |α| ≥ 1, we then have that α1 ∈ loc1(ω), and
d(νm) = r(α1), so ν−1

m ∈ loc1(ω), by (36.3.i). Another application of (36.4)
then gives

ω ∋ 1ν−1 = µν−1 = g.

Still under case (2), but now assuming that |α| = 0, write α = v, for
some vertex v. This implies that we are under situation (iii) above, whence
the local configuration of ω at 1 is of type (36.2.b). We then have by definition
that loc1(ω) = {b−1 : b ∈ E1, d(b) = v}. Observe that

d(νm) = d(ν) = d(µ) = d(α) = v,

so ν−1
m ∈ loc1(ω), and again by (36.4) we conclude that ω ∋ 1ν−1 = µν−1 = g.
This concludes the proof that ωα ⊆ ω, so we are left with the task of

proving the reverse inclusion. Thus, let g ∈ ω, and write

g = x1x2 . . . xn,

in reduced form. We claim that there is no i for which xi ∈ (E1)−1 and
xi+1 ∈ E1. Otherwise, write xi = a−1, and xi+1 = b, with a and b in E1,
and let g = x1x2 . . . xi. Then, by convexity,

g, ga, gb ∈ ω,

whence a, b ∈ locg(ω). This results in a local configuration with two distinct
edges, contradicting (36.2). Therefore we see that the factors of the reduced
form of g lying in E1 must be to the left of those lying in (E1)−1. In other
words

g = µν−1,

where µ and ν are in F+. One may now easily employ (36.3) to prove that µ
and ν are paths, and also that d(µ) = d(ν). By convexity we see that µ is in
ω, hence µ is a prefix of α. Consequently g ∈ ωα, thus verifying that ω ⊆ ωα,
and hence concluding the proof. □
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In order to obtain a model for ΩE in terms of paths which accounts for
the exceptional element ω0, we make the following:

36.9. Definition.

(a) We fix any element in the universe not belonging to E♯, denote it by ∅,
and call it the empty path46.

(b) No path in E♯ is considered to be a prefix of ∅.

(c) The full path space of E is the set Ẽ♯ = E♯ ∪ {∅}.
(d) Given any ω ∈ ΩE\{ω0}, the stem of ω, denoted σ(ω), is the unique

element α in E♯, such that ωα = ω, according to (36.8).

(e) The stem of ω0 is defined to be the empty path ∅.

The stem may then be seen as a function

σ : ΩE → Ẽ♯,

which is bijective thanks to (36.8).
The restriction of the partial Bernoulli action to ΩE , which gives rise to

T̃E according to (35.15), may therefore be transferred via the stem function

over to Ẽ♯. It is our next goal to give a concrete description of this partial
action. We begin with a technical result.

36.10. Lemma. Let g be any element of F\{1}. Then:
(i) If DE

g is nonempty, then g admits a standard form g = µν−1 (see Defi-
nition (36.7)),

(ii) If g = µν−1 is in standard form then

σ(DE
g ) = Xµ := {α ∈ E♯ : µ is a prefix of α}.

Proof. Assuming that DE
g is nonempty, let ω ∈ DE

g , and let α = σ(ω). So

g
(14.11)

∈ ω = ωα,

and point (i) follows from (36.6).
In order to prove (ii), let ω ∈ DE

g , and let α = σ(ω). Since g ∈ ω = ωα,
we conclude from (36.6) that there is a prefix of α, say µ′, and a finite path
ν′ with d(µ′) = d(ν′), such that

g = µν−1 = µ′ν′
−1
,

46 The empty path should not be confused with any of the paths of length zero we have
so far been working with.
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and ℓ(g) = |µ′| + |ν′|. By uniqueness of reduced forms, we conclude that
µ = µ′, and ν = ν′. In particular µ is a prefix of α, so

σ(ω) = α ∈ Xµ.

This proves that σ(DE
g ) ⊆ Xµ. In order to prove the reverse inclusion,

let α ∈ Xµ. Then µ is a prefix of α, so it is clear from the definition of ωα
that g ∈ ωα, which in turn implies by (14.11) that ωα ∈ DE

g . Therefore

α = σ(ωα) ∈ σ(DE
g ). □

Having understood the mirror images of the DE
g through the stem func-

tion, we will now describe the corresponding partial action on the path space.

36.11. Proposition. Given g = µν−1 in standard form, consider the map-
ping

τµ,ν : νγ ∈ Xν 7→ µγ ∈ Xµ,

Then the diagram

DE
g−1 DE

g
..................................................................................................... ......

....
θEg

Xν Xµ..................................................................................................... ......
....

τµ,ν

.........................................................
..
........
..

σ
.........................................................
..
........
..
σ

commutes.

Proof. Given any ω in DE
g−1 , let

α = σ(ω), and β = σ(gω).

Then α ∈ Xν , and β ∈ Xµ, so we may write

α = νγ, and β = µδ,

for suitable paths γ and δ.
Given any finite prefix γ′ of γ, notice that νγ′ is a prefix of α = νγ,

whence νγ′ ∈ ω, and
gω ∋ gνγ′ = µγ′,

so we conclude that µγ′ is a prefix of β. Since γ′ may be taken to be equal
to γ when γ is finite, or arbitrarily large if γ is infinite, we conclude that µγ
is a prefix of β = µδ, whence γ is a prefix of δ.

By repeating the above reasoning relative to g−1, we similarly conclude
that δ must be a prefix of γ, which is to say that γ = δ. Therefore

τµ,ν(α) = τµ,ν(νγ) = µγ = µδ = β,

concluding the proof. □
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We will now describe a topology on Ẽ♯, relative to which the stem is
a homeomorphism. Before doing this, let us observe that, since ΩE is a
topological subspace of the product space {0, 1}F, its topology is generated by
the inverse images of open subsets of {0, 1}, under the canonical projections,

πg : ΩE ⊆ {0, 1}F → {0, 1},

for g ∈ F. The topology of {0, 1}, in turn, is generated by the open subsets
{0} and {1}, so we may generate the topology of ΩE using the sets

π−1
g ({0}), and π−1

g ({1}),

for all g in F. Under our identification of {0, 1}F with the set P(F) of all
subsets of F, recall from (5.8) that the πg are given by πg(ω) = [g ∈ ω]. We
then have by (14.11) that

π−1
g ({1}) = DE

g , and π−1
g ({0}) = ΩE\DE

g .

So we see that the topology of ΩE is generated by the DE
g and their comple-

ments. However, by (36.10.i) we need only care for these when g admits a
standard form.

36.12. Proposition. Consider the topology on Ẽ♯ generated by all of the
Xµ, together with their complements relative to Ẽ♯, where µ ranges in E∗.
Then the stem

σ : ΩE → Ẽ♯,

is a homeomorphism, and consequently Ẽ♯ is a compact, Hausdorff, totally
disconnected topological space.

Proof. Follows immediately from (36.10.ii) and the above comments about
the topology of ΩE . □
36.13. Summarizing, let us give a detailed description of the restricted par-
tial Bernoulli action on ΩE , once the latter is identified with the full path
space of E.

(a) The acting group is the free group F on the set E1 of edges in our graph,

(b) The space Ẽ♯ consists of all finite and infinite paths on E, plus a so
called empty path ∅. Thus

Ẽ♯ = E♯ ∪ {∅} = E∗ ∪ E∞ ∪ {∅}.

(c) For each g in F admitting a standard form g = µν−1, we set

Ẽ♯g = Xµ = {α ∈ E♯ : µ is a prefix of α}.
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(d) For each g in F not admitting a standard form, we let Ẽ♯g be the empty
set.

(e) For each g in F admitting a standard form g = µν−1, we let τg be the

partial homeomorphism of Ẽ♯ given by

τg = τµ,ν : νγ ∈ Xν 7−→ µγ ∈ Xµ.

Ẽ♯g−1 Ẽ♯g

( f ) For each g in F not admitting a standard form, we let τg be the empty

map from the empty set Ẽ♯g−1 to the empty set Ẽ♯g.

We thus obtain a topological partial action

τ =
(
{Ẽ♯g}g∈F, {τg}g∈F

)
,

of F on Ẽ♯, which is evidently topologically equivalent to the restriction of
the partial Bernoulli action to ΩE .

Since equivalent partial actions clearly give rise to isomorphic crossed
products, we have the following immediate consequence of (35.15):

36.14. Theorem. Given a graph E with no sinks, consider the partial ac-
tion τ described above. Then there exists a *-isomorphism

φ : T̃E → C(Ẽ♯)⋊F,

such that

φ(sa) = 1Xa
δa,

for all a ∈ E1.

Since the stem of ω0 coincides with ∅, we have that σ establishes a
covariant homeomorphism from ΩE\{ω0} onto Ẽ♯\{∅} = E♯, so we have, as
in (35.18) that:

36.15. Theorem. In the context of (36.14), the restriction of φ to TE is an
isomorphism from TE onto C0(E♯)⋊F.

Let us take a few moments to discuss the question of compactness of the
various spaces appearing above. The starting point is of course the fact the
ΩE is compact by (14.9). Being homeomorphic to ΩE by (36.12), one also

has that Ẽ♯ is compact.
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36.16. Proposition. Let E be a graph without sinks. Then the following
are equivalent:

(i) E0 is finite,

(ii) E♯ is compact,

(iii) ω0 is an isolated point in ΩE ,

(iv) ∅ is an isolated point in Ẽ♯.

Proof. (i) ⇒ (iii): For each vertex v ∈ E0, choose an edge av ∈ E1 such that
d(av) = v, and consider the compact-open subset of ΩE given by

Uv = DE
a−1
v

= {ω ∈ ΩE : a−1
v ∈ ω}.

By (36.3.ii) applied to g = 1, we see that the definition of Uv does not depend
on the choice of av. Using (36.2) we than conclude that

ΩE\{ω0} =
∪
v∈E0

Uv.

Assuming that E0 is finite, we see that the above union of sets is closed,
whence its complement, namely {ω0}, is open, proving ω0 to be an isolated
point.

(iii) ⇔ (iv): Follows immediately from the fact that the stem is a homeomor-

phism from ΩE to Ẽ♯, sending ω0 to ∅.

(iv) ⇒ (ii): If ∅ is isolated, then

E♯ = Ẽ♯\{∅}
is closed in the compact space Ẽ♯, hence E♯ is compact.

(ii) ⇒ (i): Assuming (ii), the open cover {Xv}v∈E0 of E♯ admits a finite
subcover, say

E♯ = Xv1 ∪Xv2 ∪ . . . ∪Xvn .

Given any vertex v, viewed as a path of length zero, hence an element of E♯,
there exists some k such that v ∈ Xvk , so vk is a prefix of v, which is to say
that vk = v. Thus E0 = {v1, v2, . . . , vn} is a finite set. □
36.17. Definition. We shall denote by BE the semi-direct product bundle
for the partial action τ given in (36.13).

As a consequence of (36.14) and (16.28), we have that T̃E is isomorphic
to the full cross sectional C*-algebra of BE .

Recall from (35.11) that there exists a semi-saturated partial represen-

tation u of F in T̃E , such that ua = sa, for all a ∈ E1. Composing u with the
isomorphism given in (36.14) we obtain a semi-saturated partial representa-
tion

v : F→ C(Ẽ♯)⋊F
such that

va = 1Xaδa, ∀ a ∈ E1. (36.18)
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36.19. Proposition. The Fell bundle Bv associated to the above partial
representation v, in line with (16.7), is isomorphic to BE .

Proof. Writing BE = {BEg }g∈F, we will identify each BEg with the corre-
sponding grading subspace

C0(Ẽ♯g)δg ⊆ C(Ẽ♯)⋊F.

With this identification, we will in fact prove that Bv is equal to BE .
By (36.18) we clearly have that

vg ∈ BEg , ∀ g ∈ E1,

and, by taking adjoints, this implies that the same holds for all g in (E1)−1.
Given a general element g in F, write g = x1 · · ·xn in reduced form, that

is, each xi lies in E1 ∪ (E1)−1, and x−1
i ̸= xi+1. Then, using the fact that v

is semi-saturated, we deduce that

vg = vx1 · · · vxn ∈ BEx1
· · ·BExn

⊆ BEx1···xn
= BEg . (36.19.1)

If we now suppose that g = h1 · · ·hn, no longer necessarily in reduced
form, we have that

vh1 · · · vhn ∈ BEh1
· · ·BEhn

⊆ BEh1···hn
= BEg .

By definition of Bv (see (16.7)) we then see that Bvg ⊆ BEg , for every g in F,
and the proof will be concluded once we prove that in fact Bvg coincides with

BEg , which is to say that BEg is the closed linear span of the set of elements
of the form

vh1 · · · vhn ,

with g = h1 · · ·hn.
By definition TE is generated, as a C*-algebra, by the sa, for a ∈ E1,

whence T̃E is generated by {sa : a ∈ E1} ∪ {1}. Consequently C(Ẽ♯)⋊F is
generated by {1Xaδa : a ∈ E1} ∪ {1}, and evidently also by the range of v.
Thus, given y in any BEg , we may write

y = lim
n→∞

yn,

where each yn is a linear combination of elements of the form vh1 · · · vhn , with
hi in F.

Let Pg be the composition

Pg : C∗(BE
) Λ−→ C∗

red

(
BE

) Eg

−→ BEg ,
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where Eg is the Fourier coefficient operator given by (17.8). We then have
that

y = Pg(y) = lim
n→∞

Pg(yn).

By (36.19.1) it is easy to see that

Pg(vh1 · · · vhn) =

{
vh1 · · · vhn , if h1 · · ·hn = g,

0, otherwise.

So, upon replacing each yn by Pg(yn), we may assume that each yn is a linear
combination of elements of the form vh1 · · · vhn , with h1 · · ·hn = g. This im-
plies that yn is in Bvg , and hence also y is in Bvg . This shows that Bvg = BEg ,
concluding the proof. □

A generalization of the above result could be proved for any C*-algebra
of the form considered in (14.16), although we shall not pursue this here.

Let us now discuss the question of amenability for BE .

36.20. Theorem. Given a graph E without sinks, one has that

(i) BE satisfies the approximation property and hence is amenable,

(ii) C(Ẽ♯)⋊F is naturally isomorphic to C(Ẽ♯)⋊redF,

(iii) C(E♯)⋊F is naturally isomorphic to C(E♯)⋊redF,

(iv) T̃E and TE are nuclear C*-algebras.

Proof. We have already seen that the partial representation u of (35.11) is
semi-saturated. By (35.1.i) we have that u is also orthogonal, in the sense of
(20.13.i). Since v is the composition of u with an isomorphism, it is clear that
v is also semi-saturated and orthogonal. It therefore follows from (20.13.i)
that Bv, and hence also BE , satisfy the approximation property.

We then conclude from (20.6) that BE is amenable, which is to say that
the regular representation

Λ : C∗(BE) → C∗
red(BE)

is an isomorphism. So, (ii) follows from the characterization of the full crossed
product as a full cross sectional C*-algebra (see (16.28)), and the definition
of the reduced crossed product as the reduced cross sectional C*-algebra (see
(17.10)).

As already noticed, E♯ is an invariant open subset of Ẽ♯. Thus, if A
denotes the semi-direct product bundle for the restriction of τ to E♯, we
have that A is naturally isomorphic to a Fell sub-bundle of BE . Since the
unit fiber algebra of A , namely C0(E♯), is an ideal in C(Ẽ♯), the unit fiber
algebra of B, we deduce from (21.32) that A also satisfies the approximation
property. Thus (iii) follows as above.

Finally, (iv) follows from (25.10), in view of the fact that commutative
C*-algebras are nuclear. □
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Notes and remarks. The partial crossed product description of TE given in
(36.15) follows the general method adopted in [56] to give a similar description
of Cuntz-Krieger algebras for infinite matrices.
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37. GRAPH C*-ALGEBRAS

Having obtained a description of TE in terms of a concrete partial dynami-
cal system in (36.15), we will now proceed to giving a similar model for the
graph C*-algebra C∗(E). There are two methods for doing this, the most
obvious and equally effective one being to repeat the above procedure, ap-
plying (14.16) to the set of relations defining C∗(E), and then reinterpreting
the spectrum of these relations as a path space.

For a change we will instead see C∗(E) as a quotient of TE , and then we
will apply the results of chapter (22).

▶ As before, let us fix a graph E = (E0, E1, r, d), assumed to have no sinks.

Recall that C∗(E) is defined in much the same way as TE , the only
difference being that relations (35.1.iii) are required to hold in C∗(E) but not
in TE . These are the relations

pv =
∑

r(a)=v

sas
∗
a,

for each regular vertex v ∈ E0 (see Definition (35.13.iii)).

Since we are working with graphs without sinks, we may phrase these
relations in terms of edges only, as follows: given any vertex v as above,
choose an edge b such that d(b) = v, in which case pv = s∗bsb, by (35.1.i).
Therefore (35.1.iii) may be rewritten as

s∗bsb =
∑

r(a)=d(b)

sas
∗
a, (37.1)

for every b in E1 such that d(b) is a regular vertex. These relations actu-
ally carry a greater similarity to the original relations studied by Cuntz and
Krieger [28].

Since relations (35.1.i–ii) are already satisfied in TE , we clearly obtain
the following:
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37.2. Proposition. Let L be the closed two-sided ideal in TE generated by
the elements

s∗bsb −
∑

r(a)=d(b)

sas
∗
a,

for every b in E1 such that d(b) is a regular vertex. Then there exists a
*-isomorphism

χ : C∗(E) → TE/L,

sending each canonical generating partial isometry of C∗(E), which we hence-
forth denote by s̃a, to sa + L.

Observe that, as a consequence of (35.1.i), and of our assumption that E
has no sinks, the s̃a are enough to generate C∗(E), whence the isomorphism
referred to above is uniquely determined by the fact that

χ(s̃a) = sa + L.

We will now describe the elements of C0(E♯)⋊F corresponding to the
above generators of the ideal L via the isomorphism given in (36.15). As we
will see, these lie inside the canonical image of C0(E♯) in the crossed product,
so we will be able to characterize the quotient algebra as a partial crossed
product using (22.10)

Given any edge b in E1 such that d(b) is regular, consider the complex

valued function on Ẽ♯ defined by

fb(α) = [d(b) is a prefix of α] −
∑

r(a)=d(b)

[a is a prefix of α], ∀α ∈ Ẽ♯,

where brackets correspond to Boolean value. Clearly fb is continuous. Since
∅ has no prefixes, we see that fb vanishes on ∅, whence fb ∈ C0(E♯).

Recalling from (36.10.ii) that Xµ is the set of all finite and infinite paths
admitting the given finite path µ as a prefix, notice that

[µ is a prefix of α] = 1Xµ(α).

Consequently the function fb defined above may be alternatively described
as

fb = 1Xd(b)
−

∑
r(a)=d(b)

1Xa .

For each edge a in E1, notice that the isomorphism φ of (36.14) satisfies

φ(sas
∗
a) = (1Xaδa)(1Xaδa)∗

(8.14)
= 1Xaδ1,

and similarly,

φ(s∗bsb) = (1Xb
δb)

∗(1Xb
δb) = τb−1(1Xb

)δ1.
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The standard form of b−1 is clearly d(b)b−1, from where we see that
τb−1(1Xb

) = 1Xd(b)
, so we deduce from the above that

φ(s∗bsb) = 1Xd(b)
δ1.

Interpreting fb within C0(E♯)⋊F via the map ι introduced in (11.13) then
produces

ι(fb) = fbδ1 = 1Xd(b)
δ1 −

∑
r(a)=d(b)

1Xaδ1 =

= φ(s∗bsb) −
∑

r(a)=d(b)

φ(sas
∗
a) = φ

(
s∗bsb −

∑
r(a)=d(b)

sas
∗
a

)
,

which should be compared with (37.1). As an immediate consequence of
(36.15) and (37.2), we therefore conclude that:

37.3. Proposition. LetW be the subset of C0(E♯) formed by the functions

fb = 1Xd(b)
−

∑
r(a)=d(b)

1Xa ,

for each b ∈ E1 such that d(b) is regular. Also let K be the closed two-sided
ideal of C0(E♯)⋊F generated by ι(W ). Then the isomorphism φ given in
(36.15) sends the ideal L described in (37.2) onto K, and consequently there
exists a *-isomorphism

ψ : C∗(E) −→ C0(E♯)⋊F
K

,

such that

ψ(s̃a) = 1Xaδa +K,

where we are again denoting by s̃a the standard generating partial isometries
of C∗(E).

Proof. It is enough to take ψ to be the composition

C∗(E)
(37.2)−−−−−→ TE

L

(36.15)−−−−−→ C0(E♯)⋊F
K

. □

We are now precisely under the hypotheses of (22.10), but before invoking
it we will give a concrete description of the ideal J mentioned there.
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37.4. Proposition. Let E♭ be the subset of E♯ consisting of all paths α
which satisfy any one of the following conditions:

(i) α is infinite,

(ii) α is finite and r−1
(
d(α)

)
is empty,

(iii) α is finite and r−1
(
d(α)

)
is infinite.

Then E♭ is closed and τ -invariant. Moreover, denoting by U the complement
of E♭ in E♯, we have that C0(U) is the smallest τ -invariant ideal of C0(E♯)
containing the set W referred to in (37.3).

Proof. We claim that every α in U is an isolated point of E♯. In fact, if α
is not in E♭, then α is necessarily a finite path and r−1

(
d(α)

)
is a nonempty

finite set, so d(α) is a regular vertex and we may write

r−1
(
d(α)

)
= {a1, . . . , an}.

Observe that the set

Xα ∩
n∩
i=1

E♯\Xαai

is open by (36.12). It consists of all paths admitting α as a prefix, but not
admitting as a prefix any one of the paths αai. The unique such path is
evidently α, so the above set coincides with {α}, thus proving that α is an
isolated point. Consequently U is open, whence E♭ is closed relative to E♯.

Although this is not relevant to us at the moment, notice that any path
α satisfying (ii) above is also an isolated point, since Xα = {α}.

Noticing that the conditions (i–iii) above are related to the “right end”
of α, while τ affects its “left end”, one may easily show that E♭ is τ -invariant.

We next claim that every fb in W vanishes on E♭. In fact, given any α
in E♭, and given any edge b such that d(b) is regular, we have

fb(α) = [d(b) is a prefix of α] −
∑

r(a)=d(b)

[a is a prefix of α].

If d(b) is not a prefix of α, meaning that r(α) ̸= d(b), then evidently
r(α) ̸= r(a), for all edges a considered in the above sum. This implies that
none of these a’s are prefixes of α, given that (35.4.i) fails. Therefore all
terms making up fb(α) vanish, whence fb(α) itself vanishes.

The remaining case to be treated is when d(b) is a prefix of α, that is,
when r(α) = d(b). Should α be a path of length zero, necessarily consisting
of the vertex d(b), then d(α) = d(b), so d(α) is regular by assumption, and
then α will not satisfy any one of conditions (i–iii) above, contradicting the
fact that α was taken in E♭. This said we see that α must not have length
zero, so we may write

α = α1α2 . . .
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Given that r(α1) = r(α) = d(b), we see that α1 is one of the edges a considered
in the sum appearing in the definition of fb above, and for this edge, the value
of “a is a prefix of α” is evidently 1. This shows that fb(α) = 0, showing our
claim that fb vanishes on E♭.

We will now prove that E♭ is the biggest invariant subset of E♯ where
the fb vanish. For this, suppose that Λ is an invariant set properly containing
E♭. Choosing any α in Λ \ E♭, we see that α is a finite path, so we may let
v = d(α), noticing that v is regular. The standard form of g := α−1 is given
by g = d(α)α−1 so, by invariance of Λ, we have

Λ ∋ τg(α) = d(α) = v.

Choosing any edge b with d(b) = v, we have that fb lies in W , and clearly
fb(v) = 1, because v is a prefix of itself, while v can have no prefix of positive
length. This implies that fb does not vanish on Λ, proving that indeed E♭

is the biggest invariant subset of E♯ where the fb vanish. This also shows
that U is the smallest invariant subset outside of which the fb vanish, thus
concluding the proof. □

The above classification of paths in types (i), (ii) and (iii) has important
consequences in what follows and in particular the first two kinds play a
special role, justifying the introduction of the following terminology:

37.5. Definition. A path α in Ẽ♯ is said to be maximal if it satisfies (37.4.i)
or (37.4.ii).

This terminology is justified because a maximal path α cannot be en-
larged, either because d(α) is a source or because α is already infinite.

Let us take a few moments to study the topology of E♭. Recall from
(36.12) that the topology of Ẽ♯ is generated by all the Xµ plus their comple-
ments. Therefore, the sets of the form

n∩
i=1

Xµi ∩
m∩
j=1

Ẽ♯\Xνj

where µ1, . . . , µn and ν1, . . . , νm are finite paths, constitute a basis for the
topology of Ẽ♯. Consequently the intersections of these with E♭ form a basis
of open sets for the latter. However, maximal paths have a neighborhood
basis of a simpler nature, as we will now see.

37.6. Proposition. Given a graph E without sinks, and given a maximal
path α in E♭, the collection of sets

{Xµ ∩ E♭ : µ ∈ E∗, µ is a prefix of α}

is a neighborhood basis for α in E♭.
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Proof. We first assume that α satisfies (37.4.ii), that is, α cannot be extended
any further due to the fact that d(α) is a source. Then the only path admitting
α as a prefix is α itself, meaning that

Xα = {α}, (37.6.1)

so the result follows trivially.
Assume now that α satisfies (37.4.i), that is, α is infinite. Given any

neighborhood U of α, there are finite paths µ1, . . . , µn and ν1, . . . , νm such
that

α ∈
n∩
i=1

Xµi ∩
m∩
j=1

Ẽ♯\Xνj ⊆ U.

This implies that every µi is a prefix of α, while no νj has this property.
Let k be any integer larger that the length of every µi and every νj , and

let µ be the finite path formed by the first k edges of α. It is therefore evident
that each µi is a prefix of µ, so one has that

α ∈ Xµ ⊆
n∩
i=1

Xµi . (37.6.2)

Observe that Xµ is disjoint from Xνj , for every j because, otherwise
there is a path γ ∈ Xµ ∩Xνj , and hence both µ and νj are prefixes of γ. But
since |µ| ≥ |νj |, we see that νj is a prefix of µ, which in turn is a prefix of
α. It follows that νj is a prefix of α, whence α ∈ Xνj , a contradiction. So

Xµ ⊆ Ẽ♯\Xνj and, building on top of (37.6.2), we conclude that

α ∈ Xµ ⊆
n∩
i=1

Xµi ∩
m∩
j=1

Ẽ♯\Xνj ⊆ U.

This concludes the proof. □
Another useful fact about the topology of E♭ is as follows:

37.7. Proposition. Given a graph E without sinks, the subset of E♭ formed
by the maximal paths is dense in E♭.

Proof. Before starting the proof, observe that, by (37.6.1), the paths satis-
fying (37.4.ii) are isolated points, so they cannot be left out of any dense
subset!

In order to prove the statement, it is enough to prove that any path α
satisfying (37.4.iii) is an accumulation point of maximal paths.

Given an arbitrary neighborhood U of α, pick finite paths µ1, . . . , µn and
ν1, . . . , νm such that

α ∈
n∩
i=1

Xµi ∩
m∩
j=1

Ẽ♯\Xνj ⊆ U
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(notice that we are unfortunately unable to use the simplification provided
by (37.6) here).

Thus every µi is a prefix of α, hence we may assume without loss of
generality that the µi all coincide with α, so in fact

α ∈ Xα ∩
m∩
j=1

Ẽ♯\Xνj ⊆ U. (37.7.1)

By assumption we have that r−1
(
d(α)

)
is infinite, so me may pick an

edge a such that αa is a path which is not a prefix of any νj .
We next extend αa as far as possible, obtaining a path of the form

β = αaγ,

which is either infinite or cannot be extended any further, and hence is max-
imal. We then claim that

β ∈ Xα ∩
m∩
j=1

Ẽ♯\Xνj . (37.7.2)

Since it is obvious that α is a prefix of β, it suffices to check that β ̸∈ Xνj , for
all j. Arguing by contradiction, suppose that some νj is a prefix of β. If |νj | ≤
|α|, then νj is a prefix of α, contradicting (37.7.1). Thus |νj | > |α|, and then
necessarily αa is a prefix of νj , which is again a contradiction, by the choice
of a. This verifies (37.7.2), so in particular β ∈ U , concluding the proof. □

Let us now give a description of C∗(E) as a partial crossed product.

37.8. Theorem. Let E be a graph with no sinks, and let E♭ be the τ -
invariant subset of E♯ described in (37.4), equipped with the restricted partial
action. Then there is a *-isomorphism

ρ : C∗(E) → C0(E♭)⋊F,

such that
ρ(s̃a) = 1aδa, ∀ a ∈ E1,

where 1a is the characteristic function of Xa ∩ E♭.
Proof. Letting C0(U) be the ideal referred to in (37.4), we have

C∗(E)
(37.3)
≃ C0(E♯)⋊F

K

(22.10)
≃

(
C0(E♯)

C0(U)

)
⋊F ≃ C0(E♭)⋊F.

That the isomorphism resulting from the composition of the above isomor-
phisms does satisfy the last assertion in the statement is of easy verification
and is left to the reader. □

An important special case of great importance is when, besides having
no sinks, every vertex in E0 is regular, according to (35.13.iii) (so E cannot
have any sources either). Then there are no paths in E♭ satisfying (37.4.ii)
or (37.4.iii), so we get the following immediate consequence of (37.8):
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37.9. Proposition. If E is a graph with no sinks and such that every vertex
v ∈ E0 is regular, then E♭ = E∞, and consequently there is a *-isomorphism

ρ : C∗(E) → C0(E∞)⋊F,

such that
ρ(s̃a) = 1aδa, ∀ a ∈ E1,

where 1a is the characteristic function of Xa ∩ E∞.

Observe that if E0 is finite then E♭ is compact, because the latter is
closed in E♯ by (37.4), and E♯ is compact by (36.16). If, in addition, we are
under the hypotheses of the last result, then clearly E∞ is also compact.

Having described C∗(E) as a partial crossed product, we now have a
wide range of tools to study its structure. We begin with amenability.

37.10. Theorem. Let E be a graph without sinks. Then:

(a) the semi-direct product bundle for the partial action describing C∗(E)
in (37.8) satisfies the approximation property and hence is amenable,

(b) there are natural isomorphisms

C∗(E) ≃ C0(E♭)⋊F ≃ C0(E♭)⋊redF,

(c) C∗(E) is nuclear.

Proof. The Fell bundle mentioned in (a) is clearly a quotient of the Fell bun-
dle discussed in (36.20), so the conclusions in (a) follow from (21.33.ii) and
(20.6). Point (b) follows from (37.8) and (a), while (c) is a direct consequence
of (b) and (25.10)). □

We will next study fixed points for the partial action τ of F on Ẽ♯. For
this we should recall that by (36.10.i), unless a given element g in F has a
standard form, τg is the empty map and hence g cannot possibly have any
fixed points. For this reason elements not admitting a standard form are left
out of the next result.

37.11. Proposition. Let g ∈ F, with g ̸= 1, and suppose that g admits a
standard form g = µν−1.

(i) Then g has at most one fixed point in Ẽ♯.

(ii) If g has a fixed point, then |µ| ̸= |ν|.
(iii) If g has a fixed point and |µ| > |ν|, then there exists a cycle47 γ such

that µ = νγ (whence g = νγν−1). In addition, the infinite path

α = νγγγ . . .

is the unique fixed point for g in Ẽ♯.

47 A finite path γ ∈ E∗ is said to be a cycle if |γ| > 1, and r(γ) = d(γ). Notice that in
this case we may concatenate γ with itself as many times as we wish, forming a finite of
infinite periodic path γγγ . . ..
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Proof. Assume that α is a fixed point for g. Then

α ∈ Ẽ♯g−1 ∩ Ẽ♯g = Xν ∩Xµ,

so we may write

α = νε = µζ,

for suitable (finite or infinite) paths ε and ζ, and moreover

α = τg(α) = τg(νε) = µε.

We then conclude that νε = µε, so either ν is a prefix of µ, or vice
versa. If |µ| = |ν|, one would then necessarily have µ = ν, whence g = 1,
contradicting the hypothesis. This proves (ii).

Speaking of (iii), let us add to the above assumptions that |µ| > |ν|, so
we may write µ = νγ, for some finite path γ such that |γ| > 0. We then have

νε = µε = νγε,

so ε = γε, whence |ε| = |γ| + |ε|, from where we deduce that |ε| = ∞.
Moreover notice that this implies that

ε = γγγ . . . ,

so γ is necessarily a cycle. Consequently α = νε = νγγγ . . . , proving (iii),
and hence also (i). □

The reader must have noticed the omission of the case |µ| < |ν|, above.
However, in this situation g−1 has precisely the same fixed points as g, and
the condition expressed in (37.11.iii) evidently holds for g−1.

Having understood fixed points, we will now study topological freeness.
We must therefore analyze the interior of the fixed point sets Fg which, as
seen above, have each at most one point. However, a singleton can only have
a nonempty interior if its unique point is an isolated point. We must therefore
discuss conditions under which a fixed point is isolated, and this hinges on
the following important graph-theoretical concept:
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37.12. Definition. Let γ = γ1 . . . γn be a cycle in E. We say that γ has an
entry, if the range of some γi is the range of an edge other that γi.
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An entry to a cycle.

37.13. Proposition. Let α be an infinite path of the form

α = νγγγ . . . ,

so that necessarily d(ν) = r(γ), and γ is a cycle. Then

(i) α (or any other infinite path) is never an isolated point in Ẽ♯,

(ii) α is an isolated point in E♭ if and only if γ has no entry.

Proof. An infinite path α = α1α2α3 . . . is always the limit of the sequence of
finite paths obtained by truncating α, that is

α = lim
n→∞

α1 . . . αn,

so α is an accumulation point, hence not isolated.
Focusing now on (ii), suppose that α is an isolated point of E♭. So, by

(37.6), there is a large enough prefix µ of α such that

{α} = Xµ ∩ E♭. (37.13.1)

Therefore µ is a prefix of α, and by enlarging µ a bit, we may clearly assume
that it is of the form

µ = ν γγ . . . γ︸ ︷︷ ︸
n

,

for some integer n. Assuming by contradiction that γ has an entry, we can
find a path of the form

γ1γ2 . . . γk
ε,
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with ε ̸= γ
k+1 (here k+1 stands for 1, in case k = |γ|), which we may extend

as far as possible, obtaining a maximal path

β = γ1γ2 . . . γk
εa1a2a3 . . .

Considering the path

α′ = µβ = ν γγ . . . γ︸ ︷︷ ︸
n

γ1γ2 . . . γk
εa1a2a3 . . .

notice that α′ is clearly also maximal hence α′ ∈ E♭. Since µ is a prefix of
α′, we see that

α′ ∈ Xµ ∩ E♭,
contradicting (37.13.1). This proves that γ has no entry.

Conversely, supposing that γ has no entry, it is easy to see that the only
path in E♭ extending

µ := νγ

is α, itself. So
Xµ ∩ E♭ = {α},

showing that α is indeed isolated in E♭. □
Putting together our findings so far we have:

37.14. Proposition. For every graph E with no sinks, one has:

(i) The partial action τ of F on Ẽ♯, described in (36.13), is topologically
free.

(ii) The restriction of τ to E♭ is topologically free if and only if every cycle
in E has an entry.

Proof. The main ingredients of this proof have already been taken care of, so
all we need is to piece them together.

Given g in F, one has by (37.11) that the fixed point set Fg is either
empty or consists exactly of one infinite path. In the second case this infinite
path is never isolated in Ẽ♯ by (37.13.i), so the interior of Fg is always empty,

and hence τ is topologically free on Ẽ♯.
We next prove the only if part of (ii) via the contra-positive. If there

exists a cycle γ with no entry, then

Fγ = {γγγ . . .},
by (37.11), and moreover γγγ . . . is isolated in E♭ by (37.13.ii), whence Fg is
open and consequently τ is not topologically free on E♭.

Conversely, observe that any nonempty fixed point set necessarily looks
like

Fg = {νγγγ . . .},
by (37.11.iii) (recall that if the hypothesis “|µ| < |ν|” in (37.11.iii) fails, then
it will hold for g−1, while Fg = Fg−1), where γ is a cycle. If every cycle has

an entry, then νγγγ . . . is not isolated in E♭ by (37.13.ii), so the interior of
Fg is empty. This proves that τ is topologically free on E♭. □
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We may then use the above result in conjunction with (29.5) to obtain
the following result, sometimes referred to as the uniqueness Theorem for
graph C*-algebras:

37.15. Theorem. Let E be a graph with no sinks such that every cycle in
E has an entry. Also let B be a C*-algebra which is generated by a set

{p′v : v ∈ E0} ∪ {s′a : a ∈ E1},
where the p′v are mutually orthogonal projections and the s′a are partial isome-
tries satisfying the relations defining C∗(E), namely (35.1.i-iii). Then B is
naturally isomorphic to C∗(E) provided p′v ̸= 0, for every v in E0.

Proof. Consider the *-homomorphism

φ : C∗(E) → B

mapping the pv to p′v, and the sa to s′a, given by the universal property of
C∗(E). Since B is supposed to be generated by the p′v and the s′a it is clear
that φ is surjective. So the proof will be concluded once we prove that φ is
injective. In order to do this we argue by contradiction, supposing that

Ker(φ) ̸= {0}.
Identifying C∗(E) and C0(E♭)⋊redF, by (37.10.b), we may see Ker(φ)

as an ideal of the latter algebra. So we have by (29.5) and (37.14.ii), that

K := Ker(φ) ∩ C0(E♭) ̸= {0}.
Moreover K is an invariant ideal of C0(E♭) by (23.11). So, writing

K = C0(U), where U is an open subset of E♭, we have that U is nonempty
and invariant.

Using (37.7) we may find a maximal path α in U , and then by (37.6) we
see that there exists a finite path µ such that

α ∈ Xµ ∩ E♭ ⊆ U.

Adopting the notation X♭
µ := Xµ ∩ E♭, we rewrite the above as

α ∈ X♭
µ ⊆ U.

The standard form of µ−1 is d(µ)µ−1, so τµ−1 maps X♭
µ to X♭

d(µ). Therefore
the invariance of U implies that

X♭
d(µ) = τµ−1(X♭

µ) = τµ−1(X♭
µ ∩ U) ⊆ U.

Consequently the characteristic function of X♭
d(µ) lies in C0(U), and hence

also in the null space of φ. Noticing that said function identifies with pd(µ)
under (37.10.b), we then conclude that

p′d(µ) = φ(pd(µ)) = 0,

a contradiction. □
Let us now discuss the question of simplicity of C∗(E).
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37.16. Definition. We shall say that a graph E is:

(i) transitive if, for any two vertices v and w in E0, there exists a finite path
δ such that d(δ) = v, and r(δ) = w.

(ii) weakly transitive (also known as co-final) if for any path α in E♭ and any
vertex w, there exists a finite path δ such that d(δ) is some vertex along
α, and r(δ) = w.
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37.17. A pictorial way to understand weak transitivity is to imagine that you
are standing at the end (range) of the path α, attempting to reach a given
vertex w. Even if there is no path to get you there, in a weakly transitive
graph you are able to back up a few edges along α before finding a path δ
taking you to w.

37.18. Proposition. The partial action τ of F on E♭ is minimal if and
only if E is weakly transitive.

Proof. Supposing that E is weakly transitive, we will show that the orbit of
every α in E♭ is dense. In view of (37.7), it is enough to prove that any
maximal path lies in the closure of Orb(α).

So, let U be a neighborhood of a given maximal path β, and we must
then prove that U has a nonempty intersection with the orbit of α. By (37.6)
there exists a finite path µ such that

β ∈ Xµ ∩ E♭ ⊆ U.

En passant we observe that µ is a prefix of β.

We next apply the hypothesis that E is weakly transitive to α and d(µ),
obtaining a path δ whose source is some vertex v along α, and such that
r(δ) = d(µ).
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Splitting α at v, let us write α = α′α′′, with d(α′) = v = r(α′′). In
particular µδα′′ is a well defined path. Assuming we have backed up along α
as few steps as possible, as described in (37.17), we have that the rightmost

edge of α′ and the rightmost edge of δ differ, so that δα′−1
is in standard

form. It then follows that µδα′−1
is also in standard form and the conclusion

follows from the fact that

τµδα′−1(α) = µδα′′ ∈ Xµ ∩ E♭ ∩ Orb(α) ⊆ U ∩ Orb(α).

Conversely, suppose that E is not weakly transitive. So we may pick a
path α and a vertex w violating the condition in (37.16.ii). This means that
it is impossible to replace a prefix of α by another, in order to obtain a path
with range w. Observe that, by (36.11), the process of replacing prefixes is
nothing but applying a partial homeomorphism τg to a path, so we deduce
from the above that

Orb(α) ∩Xw = ∅.
It follows that Orb(α) is not a dense set, so its closure is an invariant subset,
refuting the minimality of τ . □

As a consequence we obtain:

37.19. Theorem. Let E be a weakly transitive graph with no sinks such
that every cycle in E has an entry. Then C∗(E) is a simple C*-algebra.

Proof. Still referring to the partial action τ of F on E♭ giving rise to C∗(E)
in (37.8), we have that τ is topologically free by (37.14.b), and minimal by
(37.18). Thus C0(E♭)⋊redF is simple by (29.8). The conclusion then follows
from (37.10.b). □

Our next main result will be an application of (29.9) to graph algebras. In
order to succeed in this endeavor, we must therefore find sufficient conditions
for τ to be topologically free on every closed invariant subset of E♭.

With this in mind we will now introduce another important graph the-
oretical concept.
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37.20. Definition. Let γ be a cycle in E. We say that γ is:

(i) recurrent if there exists another cycle β, with the same range and source
as γ, such

γβγγγ . . . ̸= γγγ . . . .

(ii) transitory if it is not recurrent.

In a recurrent cycle, the existence of the above path β means that it is
possible to exit γ and return to it at a later time. In a transitory cycle this
is impossible.
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A recurrent cycle γ.

The cycle γ in the diagram above is recurrent because the path

γν1ν2ν3γ9γγγ

temporarily exits γ before returning to it.

The comparison between infinite paths in (37.20.i) cannot be replaced
by the comparison of γβγ with a finite path of the form γγ . . . γ. In fact,
given a recurrent cycle σ, consider the cycle γ = σσ. Then, taking β = σ,
we have that the infinite paths γβγγγ . . . and γγγγ . . . coincide, whereas γβγ
does not coincide with any path of the form γγ . . . γ. This is because

|γβγ| = 5|σ|, and |γγ . . . γ| = 2n|σ|,

where n is the number of repetitions. Incidentally, notice that σσ is recurrent,
provided σ is.

Observe that a recurrent cycle must necessarily have an entry.
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37.21. Proposition. Let E be a graph with no sinks. Then τ is topologi-
cally free on every closed τ -invariant subset of E♭ if and only every cycle is
recurrent.

Proof. Suppose that every cycle in E is recurrent and let C be a closed
invariant subset of E♭. To show that τ is topologically free on C we need
to prove that, for every g in F\{1}, the interior of Fg ∩ C, relative to C,
is empty. This is obviously true if Fg ∩ C itself is empty, so let us assume
otherwise.

Using (37.11) we may assume that g has a standard form g = νγν−1,
where γ is a cycle, and that Fg ∩ C consists of the single point

α = νγγγ . . .

(for this we might need to replace g by g−1, if necessary, observing that
Fg = Fg−1). In order to show that the interior of Fg ∩ C relative to C is
empty, it is clearly enough to show that α is not isolated in C.

By hypothesis γ is recurrent, so we may choose a finite path β as in
(37.20.i). For each n, consider the path

αn = τνγnβν−1(α) = νγnβγγγ . . . = ν γγ . . . γ︸ ︷︷ ︸
n

βγγγ . . .

Since C is invariant, it is clear that αn lies in C. It is also easy to see that
αn ̸= α, and

αn
n→∞−→ α,

so α is an accumulation point of C, hence not isolated.
Conversely, suppose that τ is topologically free on every closed invariant

subset and let γ be a cycle in E. Let

α = γγγ . . . ∈ E♭,

and let C be the closure of the orbit of α. Then it is evident that α is fixed
by γ, so we have by (37.11) that

Fγ ∩ C = {α}.
Since τ is topologically free on C, by assumption, we have that the interior
of Fγ ∩ C relative to C is empty. In particular Xγ ∩ C, which is an open
neighborhood of α, cannot be contained in Fγ ∩ C. Consequently

∅ ̸= (Xγ ∩ C)\(Fγ ∩ C) = (Xγ ∩ C)\{α} =
(
Xγ\{α}

)
∩ C.

So, Xγ\{α} is an open set intersecting C, from where we see that(
Xγ\{α}

)
∩ Orb(α) ̸= ∅.

Picking some α′ ̸= α in Xγ ∩ Orb(α), notice that, since the action of F
consists of prefix replacements (see (36.11)), we have that α′, just like α, is
an eventually periodic path ending in γγγ . . .. Since α′ is in Xγ , we see that
γ is a prefix of α′. So α′ must be a path of the form

α′ = γβγγγ . . . ,

proving that γ is a recurrent cycle. □
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With this we obtain the following important classification of ideals in
graph C*-algebras.

37.22. Theorem. Let E be a graph with no sinks, such that every cycle
is recurrent. Then there is a one-to-one correspondence between open τ -
invariant subsets of E♭ and closed two-sided ideals in C∗(E).

Proof. Observe that the partial action in point satisfies both (29.9.i&ii), by
(37.10.a) and because the free group is known to be exact.

So the statement follows from (37.21) and (29.9), once we realize C∗(E)
as C0(E♭)⋊redF, by (37.10). □

There is a lot more that can be said about the ideals of C∗(E) under
the above hypothesis. In [12] these are characterized in terms of hereditary
directed subsets of E, plus some extra ingredients. Also, the quotient of
C∗(E) by any ideal is shown to be again a graph C*-algebra.

With some extra effort, these results may also be obtained via our tech-
niques. We leave them as exercises for the interested reader.

Notes and remarks. Most of the results in this chapter may be generalized to
Exel-Laca algebras, by employing very similar techniques [56].

The study of the ideal structure of graph C*-algebras was initiated in [70]
for finite graphs, followed by [12], where the general infinite case is considered.

Graphs in which every cycle has an entry are said to satisfy condition (I).
It is a generalization of a similar condition introduced in [28]. On the other
hand, graphs in which every cycle is recurrent are said to satisfy condition
(K) [74]. This in turn generalizes condition (II) of [29].

Most of the above results describing the various algebras associated to
a graph E as partial crossed products, beginning with (36.14), could also be
proved directly by first guessing the appropriate partial dynamical system and
then proving that the corresponding crossed product algebra has the correct
universal properties. This strategy would evidently be logically correct and
a lot shorter than the one adopted here, but we have opted to follow the
above more constructive, and hopefully more pedagogical approach, not least
because it may be used in other situations where guesswork might not be an
option.
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