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A B S T R A C T
We propose a new image processing problem that consists in approximating an input
image with a set of plastic bottle caps. This problem is motivated by the appreciation
caused by low resolution imaging, combined with the goal of finding a new destination
for plastic caps that would be discarded and possibly damage the environment. Our
solution consists in formulating an energy that measures how well a bottle cap art re-
produces structures and features from the reference image and maximizing it with a
simulated annealing strategy. Examples in the paper show that our method produces
high quality results in this very low spatial and color resolution setting.

c© 2022 Elsevier B.V. All rights reserved.

1. Introduction
Low resolution images such as pixel art are highly appreci-

ated by the large public. Examples include outdoor sculptures
such as the Digital Orca at the Vancouver Convention Centre,
indoor pixel art containing famous video game and movie char-
acters, and stylized icons displayed on computer and cell phone
screens. Although their use emerged in the context of low tech-
nological resources some decades ago, low resolution images
are now seen as a way to represent the most important informa-
tion of a scene in a minimalistic and pleasant way.

To the best of our knowledge, this paper is the first to inves-
tigate a new form of generating images with very low color and
spatial resolution: it tackles the problem of arranging plastic
bottle caps on a rectangular canvas to approximate a given in-
put image. Instead of using resources that are harmful to the
environment such as energy, inks, or pieces made-up for large
mosaics, our image generation process is constrained to arrange
plastic bottle caps that could otherwise be inappropriately dis-
carded and cause environmental damage, such as the death of
sea animals that ingest them [1, 2].

Despite existing initiatives to re-use bottle caps to make art,
these usually demand skilled artists, hundreds of thousands
of caps, and large spaces (on the scale of meters) to arrange
them [3]. This paper proposes a fully automatic method to gen-
erate bottle cap arts such that physically assembling them is
possible for inexperienced users. Moreover, most of the results
in this paper have a scale of one meter and use caps in a num-

ber that can be gathered by a single person or a small group of
people.

Figure 1 summarizes our method. The input for the method
is an image, a set of bottle caps with specific colors and quan-
tities (a), and the desired number of caps in the horizontal ex-
tent (32 in this example) which determines the size (101 cm
wide, 73 cm high in this example) of the final bottle cap art (c).
The first step maps the input image to the given spatial resolu-
tion (b), disregarding cap color constraints. This intermediate
full palette discretized image is used as the reference to calcu-
late the most similar bottle cap art that satisfies the given con-
straints. This similarity is measured by an adaptation of the
Structural Similarity (SSIM) metric [4] and the optimal plac-
ing of the caps is obtained using the simulated annealing strat-
egy [5]. After the optimization, the user is given a set of in-
structions to physically assemble the result (c), which contains
only caps that were given as input. In other words, our method
works with the resources that are available and does not require
the user to collect or produce additional caps.

The contributions of our paper are the following:
• A new image processing problem: given an input image

and a set of colored disks of fixed size (the bottle caps),
arrange them on a rectangular region to approximate the
input image.

• A solution for this problem: a metric to assess the similar-
ity between the desired bottle cap art and a reference image
and an optimization procedure to maximize this similarity.

http://www.sciencedirect.com
http://www.elsevier.com/locate/cag


2 Preprint accepted for publication / SIBGRAPI 2022 / Computers & Graphics (2022)

1191
580
414
360
337
234
195
110
90
73
(a) Given bottle caps and input image (b) Spatial discretization (c) Output bottle cap art

Fig. 1. The user provides an input image and a set of plastic bottle caps (a). Our method first calculates a full palette bottle cap image (b) to then optimize
the placements of the caps and obtain a result (c) that is as similar as possible to (b), while using only the caps given in (a). Input is a cropped version of an
image by Christopher Gabbard obtained from flickr.com under CC BY-SA 2.0.

2. Related work

The problem of depicting images with limited spatial or color
resolution has a long history in computer graphics. This prob-
lem was originally approached in the context of hardware limi-
tations and then evolved to exploring the representation benefits
and artistic values of image abstraction [6, 7, 8].

The most familiar problem in this category is color quanti-
zation, which involves approximating a full-color image with
a smaller palette. It was largely explored in the 1980s and
1990s [9, 10, 11] when computer displays and data storage were
very limited. Most of those quantization techniques required
the final result to have at most a given number of levels, with-
out specifying what the final levels should be. Despite we do
perform quantization by reducing the number of colors in the
image, our problem is more limited since the final color lev-
els are given. Additionally, color quantization techniques did
not require decreasing spatial resolution, which is also an extra
difficulty in our problem and prohibits the use of dithering.

Mostly motivated by (2D) printing limitations, the problem
of depicting images with very few colors (in many cases, only
black and white) led to dithering and other halftoning tech-
niques [12, 13, 14, 15, 16, 17, 18, 19]. Although this prob-
lem is usually more limited than ours with respect to the final
palette, these techniques used the full spatial resolution of the
input image to add randomness to color values, an idea that is
not possible in our context due to the much more limited spatial
resolution our outputs must have.

ASCII art [20, 21] was primarily motivated by the limited
possibilities of image generation in the 1980s. This technique
displays black ASCII characters over a white background to ap-
proximate images. It is related to our problem, since it uses a
small number of given shapes and a single color, while ours
uses a single shape (disk) and a small number of colors.

More recently, color limitation was explored to generate non-
photorealistic approximations of images [22, 23]. For example,
Artistic Thresholding [22] gave users the possibility to tune pa-
rameters to obtain varying effects in black and white output im-
ages. Although the authors dealt with spatial limitations, such
issues were not as severe as in our case.

Pixel art generation [24, 25, 26] is a problem close to ours
in the sense that it determines images with both very limited

spatial and color resolutions. In contrast to our problem, only
the number of output color levels is given, instead of the levels
themselves, and in most cases, pixel arts have higher spatial res-
olutions. A more detailed discussion comparing our method to
pixel art is provided in Section 6.1 and Figure 14. The method
proposed in [27] physically assembles pixel art with LEGO
bricks and considers the additional constraint of a given palette,
but does not impose a limitation on the number of bricks of
each color. In contrast, our method considers the limitation on
the number of caps of each color. Image downscaling [28, 29]
is another related problem, but it does not correspond with the
color limitations that we have.

Bottle cap art calculation can be thought of as segmenting an
image into regions to fill each resulting region with caps of a
single color. Graphcut strategies [30, 31] could be considered
in this context, but we found that it is very difficult in practice to
tune their parameters to achieve good results for our problem.
The user-assisted (more precise) option [32] is out of the scope
of this research since we want bottle cap art calculation to be
fully automatic. An intermediate strategy that we follow in this
paper is to segment the input image into a larger number of seg-
ments that correspond to bottle cap regions using an adaptation
of SLIC superpixels [33] (see Figure 1 (b) for an example and
Section 4.1 for details). The resulting segmentation defines a
discretized version of the input image that is used as reference
to Structural Similarity (SSIM) metric optimization. SSIM [4]
has been used for image downscaling [28] and halftoning [18]
but, as previously emphasized, our problem involves a much
more constrained setting.

Finally, some papers in computer graphics have proposed
methodologies that took into consideration environmental im-
pact. These include saving plastic in 3D printing [34, 35, 36]
and energy in imaging and rendering [37, 38, 39]. The graphics
problem we propose is different in the sense that it is based on
environmental impact from its conception, instead of decreas-
ing the impact caused by largely disseminated high resource-
consuming technologies.

3. Problem setup

We illustrate our problem statement in Figure 2 (a,b): given
a set of bottle caps specified by their colors and quantities, the
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(a) Input image and available caps (b) Bottle cap grid (c) Computer-generated
bottle cap art

(d) Physically assembled
bottle cap art

Fig. 2. Our goal is to approximate the input image by placing a selection of the available caps (a) over a rectangular canvas. We choose to arrange the caps
on a hexagonal-like lattice called bottle cap grid (b) since it has very small spaces between the caps through which the background is visible and makes the
final result (d) simpler to assemble. The physical assembling is done following a result computed automatically by our method (c). Input image obtained
from whitehouse.gov under Public Domain.

goal is to arrange them over a rectangular canvas to approximate
a given input image as closely as possible.

Notice that, except for very simple cases, this is not an easy
task for a human: the number of possible arrangements is com-
binatorially high and the very low spatial and color resolutions
make it difficult to reproduce features from the image. For ex-
ample, starting from an empty canvas, it is not clear that the
man’s face in Figure 2 (a) occupies an area of approximately
400 caps. A person could try to fill it with orange caps and no-
tice along the way that they are not sufficient. Filling part of
it with the 110 available orange caps and the rest with another
color would lead to a non-existing seam in the final result. Giv-
ing up on the orange caps and starting it over with another color
would lead to a waste of time. In addition, the reproduction of
some features such as the cheeks and the chin of the man is very
difficult for a human in practice. An automatic solution for this
problem is then crucial to make it accessible to a large public.

A key choice in this problem is how to arrange the equal-
sized caps over the rectangular canvas. We would like the union
of the non-overlapping disks to cover the largest possible area of
the canvas for the result to have as much as possible of the cap
colors and as little as possible of the canvas color. This is an in-
stance of the circle packing problem, for which the hexagonal-
like lattice in Figure 2 (b) is optimal [40, 41]. This structure,
called in our paper bottle cap grid, has the additional advan-
tage of being easy for inexperienced users to assemble: after a
careful assembling of the bottom-most row of caps, all the other
rows are assembled by simply placing caps to be supported by
the two adjacent caps on the previous row.

The resolution of the bottle cap grid is defined by the number
of caps on the horizontal extent, which is provided by the user
in our method. The number of caps on the vertical extent is
automatically determined to obtain an aspect ratio as close as
possible to the one of the input image. Given that the standard
diameter of a plastic bottle cap is approximately 3.2 cm, these
horizontal and vertical resolutions determine the size of the final
result. For instance, the one in Figure 2 (d) has 24 caps on the
horizontal extent and is 76 cm wide by 101 cm high.

We suggest the use of wasted cardboard as the rectangular
canvas, over which the caps can be glued. Placing the caps
with their bottom upward (Figure 2 (d)) has the advantages of
hiding the beverage brands and being more easily glued to the
cardboard.

The RGB values of the caps and their quantities are provided
by the user as input to our method. The assumption of constant-
colored caps simplifies the problem but makes the results gener-
ated in the computer (Figure 2 (c)) slightly different from their
physical versions (Figure 2 (d)). Different lighting conditions
can also affect the perception of the physical results. Through-
out this paper, we will use the computer-generated results for
didactic purposes and the physically assembled ones for dis-
cussions about the final results.

4. Method

A naive approach to our problem would be to loop over the
bottle cap grid and assign to each cap region the cap color that is
the closest to the average color in the corresponding area of the
input image. Even if we ignore the limited number of caps of
each color and apply this approach to the image in Figure 3 (a),
we obtain a result (b) which clearly fails to reproduce the fea-
tures from the input image.

To avoid this problem, we could maximize the Structural
Similarity (SSIM, [4]) between the full resolution input image
and the desired bottle cap art. Although this solves the problem
of missing features, it leads to another problem that is illustrated
in Figure 4 (a): the resulting bottle cap art may have geometric
distortions due to trying to reproduce statistical measures from
the input image at a much coarser spatial resolution.

For these reasons, our approach consists in first calculating
a feature-preserving discretization of the input image over the
bottle cap grid (Section 4.1) and then running an optimization
to maximize the similarity between the final result and this dis-
cretized image (Sections 4.3 through 4.5). The former is illus-
trated in Figure 4 (b, left) and the latter in Figure 4 (b, right).
We adapt the SSIM index to our problem and augment it with
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(a) Input image and caps (b) Naive result

Fig. 3. Result of applying a naive approach, assuming no limitation on the
number of caps of each color.

1191 580 414 360 337 234 195 110 90 73

(a) (b)

Fig. 4. Maximizing the Structural Similarity with respect to the full resolu-
tion input image (a, left) leads to results with geometric distortions (a, right).
Our result (b, right) avoids this problem by using as reference for Structural
Similarity maximization a discretized version of the input image (b, left). In-
put available under Public Domain.

(a) α = 500 (too regular). (b) α = 50 (our choice). (c) α = 5 (too adaptive).

Fig. 5. Different choices of the compactness parameters α in the SLIC algorithm. α = 500 (a) produces cells (left) that are similar to the bottle cap grid
(right), but result in washed-out colors due to lack of adaptivity. On the other hand, α = 5 (c) adheres very well to the boundaries of the input image (left)
but produces high distortions when mapped to the bottle cap grid (right). We set the intermediate value α = 50 (b) as the standard in our method due to
its adaptivity and low distortion.

a penalty term to preserve regions that were constant in the ref-
erence (discretized) image. Details of these adaptations in the
SSIM metric are provided in Section 4.2.

4.1. Spatial discretization
To avoid missing important features from the input image we

must have all its pixels contributing to the result of this step. We
then segment it in a way that each region of the segmentation
corresponds to a bottle cap region and every pixel in the input
image belongs to one region. This can be achieved by defin-
ing each cap center to be a centroid of a Voronoi diagram that
partitions the input image: the pixels from the input image are
assigned to the region defined by the (spatially) closest centroid.
This results in a regular segmentation of the input image (Fig-
ure 5(a)) that is very close to the bottle cap grid. This regularity
has a problem though: the regions often contain very different
colors and averaging them to obtain the colors for each bottle
cap leads to a loss of features. This happens in Figure 5 (a), for
example, on the interface between the face of the man and the
collar of his shirt.

To obtain a segmentation that better adapts to image bound-
aries, Achanta et al. [33] propose a method called SLIC super-
pixels that uses a color-space distance to cluster pixels. This
method calculates centroids and pixel-to-region assignments
that minimize

D =

√
d2

c + α2

(
ds

S

)2

, (1)

where dc is a color distance, ds is a position distance, S is a nor-
malization factor, and α is a parameter that determines the rel-
ative importance between these two terms (please refer to [33]
for details).

We show results for different choices of the “compactness”
parameter α in Figure 5. For each result, we present the super-
pixel segmentation obtained minimizing (1) on the left (bound-
aries between superpixels are shown in yellow) and the corre-
sponding bottle cap image on the right, obtained by assigning
to each bottle cap region the average color of the pixels belong-
ing to its corresponding converged region. As expected, a lower
value for α leads to a more adaptive segmentation (c), but the
corresponding bottle cap image has a lot of distortions, caused
by the fact that final regions differ too much from the bottle cap
grid. On the other hand, a very high α leads to a segmentation
that is very similar to the bottle cap grid (a) but the result ends
up having washed-out colors. We then set α = 50 (b) for our
results, which is a tradeoff between adaptivity and closeness to
the bottle cap grid. For a discussion about the effect of α on the
final results of our method (after the optimization described in
Section 4.5 is applied), please see Section 6.2 and Figure 15.

4.2. Structure-aware metric

In the previous section, we calculated an approximation of
the input image over the bottle cap grid (Figure 5 (b), right), but
without considering the color limitations of the problem. In this
section, we are going to adapt the SSIM metric to work with two
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(a) (b)

Fig. 6. (a) bottle cap grid with a window highlighted in red. (b) window
and weights.

bottle cap images: the full palette one from the previous section
(represented by X) and a bottle cap image that satisfies the con-
straints of the problem (represented by Y). Value xi (resp. yi) is
the color of the i-th bottle cap region in X (resp. Y). For sim-
plicity, we suppose that xi and yi are real values that belong to
[0, 1] and the full-color version of the metric that we optimize
for will be just the average of the metric values calculated over
the R, G, and B channels separately.

The choice of using SSIM is based on the fact that the ap-
proximation obtained in the previous section preserves features
from the input image and so does SSIM optimization. By com-
paring statistical measures such as color mean and deviation in
sliding windows of the images, this metric will be able to cap-
ture the structure of the scene, which is highly desirable for
our very limited problem. Its values range on the [0, 1] inter-
val and MSSIM(X,Y) ≈ 1 means X and Y are very similar
and MSSIM(X,Y) ≈ 0 means they are very dissimilar, i.e., the
higher this value, the better. More precisely, the Mean Struc-
tural Similarity (MSSIM, originally proposed in [4]) is given
by

MSSIM(X,Y) =
1
M

M∑
j=1

SSIM(X j,Y j), (2)

where X j is a neighborhood of the j-th cap in X, Y j is a neigh-
borhood of the j-th cap in Y, and M is the number of win-
dows over which the (local) SSIM value is calculated. This
local value is given by

SSIM(X j,Y j) =
(2µxµy + γ1)(2σxy + γ2)

(µ2
x + µ2

y + γ1)(σ2
x + σ2

y + γ2)
, (3)

where

µx =

N∑
i=1

wixi (4)

is the weighted mean color value in the neighborhood X j (µy is
defined analogously),

σx =

 N∑
i=1

wi(xi − µx)


1
2

, (5)

is the weighted color deviation within X j (σy is defined analo-
gously) and

σxy =

N∑
i=1

wi(xi − µx)(yi − µy) (6)
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(a) Input image (b) Spatial discretization

(c) Result without penalty (d) Result with penalty

Fig. 7. Maximizing SSIM with respect to the discretized image (b) may
produce wrong colors (c) due to the limited palette (top). Adding a penalty
term to avoid variations in areas that are constant in (b) leads to a result (d)
without this problem. Input image (a) obtained from wikipedia.org under
Public Domain.

is the color correlation between the two neighborhoods. The
constants γ1 = (K1L)2 and γ2 = (K2L)2 are set as in the original
paper [4] for stability reasons: K1 = 0.01, K2 = 0.03 and L = 1.

All the ingredients to compute MSSIM (2) between two bot-
tle cap images described so far are identical to the original
MSSIM formulation [4]. The only change we make is in the
weights that define the statistical measures in (4, 5, 6). The
originally proposed 11 × 11 pixel window would be too small
for our problem since its area would cover less than one bottle
cap region and then would not capture variations in the bottle
cap images. For example, the diameter of each cap in Figure 2
is approximately 18 pixels. On the other hand, 11 × 11 cap
windows would cover almost half of the image and the metric
would miss its locality.

We opt for windows centered at bottle caps and containing
all caps in a 1-ring from the central one. Figure 6 illustrates a
typical window centered at a cap that is not on the boundary of
the bottle cap grid (boundary windows have fewer caps). These
neighborhoods can capture statistical measures around a bottle
cap since 7 caps cover a considerable portion of the bottle im-
ages. They are used for both the reference image X, which is
discretized over the bottle cap grid, and the bottle cap image Y.

The weight of a cap Ci around a central cap C is given by

wi =
1
S

e−
d(Ci ,C)

2r2 , (7)

where d(Ci,C) is the distance in pixels from the center of cap
Ci to the center of cap C, r is the radius of the caps in pixels
and S is a normalization factor to have the sum of the weights
equal to 1. For example, the application of this formula to the
example in Figure 2 leads to w1 ≈ 0.55, w2 ≈ 0.075, w3 ≈

0.075, w4 ≈ 0.075, w5 ≈ 0.075, w6 ≈ 0.075, w7 ≈ 0.075.
The optimization of MSSIM (2) subject to the limited palette

we have at our disposal may lead to unexpected results such as
the one in Figure 7 (c): an interface between two constant re-
gions contains a third color that appears with the goal of approx-
imating mean and standard deviation present in the full palette
spatial discretization (b). This happens because the exact colors
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(a) (b) (c)
Fig. 8. Given the reference discretized image (a), the maximization of our
energy using all available colors may lead to artificial contours in the re-
sult (b). Maximization using only an automatically selected subset of colors
(the ones in bold at the top) leads to a result (c) without this problem. Input
image obtained from publicdomainvectors.org under Public Domain.

from the constant regions in (b) are not available.
To avoid this problem, we augment the metric with a term

that encourages constant (or nearly constant) regions in the spa-
tially discretized image (Figure 7 (b)) to be constant in the final
result. This term is calculated in the following manner:

1. Run K-means on the spatially discretized image (Fig-
ure 7 (b)) to identify the K colors that best represent all the
colors in this image, where K is the number of different
cap colors available in our problem.

2. For each of the K representative colors, select the
caps in the spatially discretized image (Figure 7 (b))
with colors such that their distance to the representa-
tive color is smaller than 10% of the diameter of the
[0, 1] × [0, 1] × [0, 1] RGB cube. These caps will be
encouraged through a penalty term (8) to be constant in
the output bottle cap image.

3. For each optimization intermediate state Y, calculate the
standard deviation σ of colors within each of the K groups
and assign to every cap j in each group a penalty term
given by

Pen( j) = (1 − σ)2. (8)

The final energy that we optimize for all results in this paper
is a modification of (2) that combines SSIM with this penalty
term:

E(X,Y) =
1
M

M∑
j=1

SSIM(X j,Y j) · Pen( j). (9)

This energy penalizes regions that are nearly constant in the ref-
erence full palette bottle cap image X but have different colors
in the intermediate optimization state Y, since in this caseσ > 0
and Pen( j) < 1, making maximization of E to prefer states with
σ = 0 and Pen( j) = 1 (within the nearly constant regions).
Figure 7 (d) shows the result of maximizing this energy.

4.3. Constraints
Given the objective function to be maximized (9), we now

turn our attention to the constraints of the problem, which are
determined by the caps we have at our disposal. The optimiza-
tion cannot demand additional colors or caps in a quantity that

exceeds the available caps. In other words, the available caps
must be treated as hard constraints in our problem.

For all results in this paper, we used the following set of caps,
which consists of all caps that we were able to collect for this
work:

1191 580 414 360 337 234 195 110 90 73

The color of each disk is an approximation for each cap color
and the number close to it corresponds to the number of avail-
able caps of that color. This information is passed to the algo-
rithm as a matrix where the three first columns are the R, G, and
B coordinates of the colors and the fourth column describes the
quantity of each cap. In our case, this matrix is given by:



0.85 0.22 0.14 1191
0.08 0.22 0.67 580
0.15 0.12 0.15 414
0.15 0.55 0.82 360
0.10 0.58 0.37 337
0.87 0.83 0.84 234
0.89 0.93 0.96 195
0.85 0.40 0.30 110
0.31 0.71 0.30 90
0.79 0.82 0.29 73



(10)

The limitation on the number of caps of each color may be a
problem in cases such as the one illustrated in Figure 8 (b). The
white background of the image (a) occupies a region larger than
any of the available bright colors can cover, leading to artificial
contours when optimizing energy E (Eq. 9) using all available
caps, even with the penalty term (Eq. 8) in the energy. This
occurs because the penalty term eliminates spurious variations
only when it has at its disposal the necessary caps in sufficient
quantity, such as in Figure 7 (d). For cases such as Figure 8 (b),
maximization of E (Eq. 9) tries to fill the white background with
colors similar to the ones in the reference image (Figure 8 (a))
but fails to do so because none of these colors has caps in suffi-
cient quantity. Removing or increasing the penalty term in the
energy formulation leads to a result that is qualitatively similar
to the one in Figure 8 (b) and does not solve the problem.

We then propose a methodology to discard cap colors that
would likely be used in the result but are not available in suffi-
cient quantity. The details of this process are described in Ap-
pendix A and the colors that survive are the ones that are ac-
tually used in our optimization, i.e., some rows in (10) are re-
moved as a preprocess.

Figure 8 (c) shows the result of our optimization using only
the colors whose numbers are highlighted in bold at the top of
the figure. Notice that the artificial contours in (b) are no longer
present. Among the caps that survived the discarding process
(red, dark blue, black, and green), the red caps are the ones that
more closely approximate the white background and reproduce
color differences to the black arrows, and thus were chosen by
the maximization of Eq. (9). We adopt the boldface convention
for cap colors that are actually used in the optimization in all
the results in this paper.
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(a) Bottle caps (b) Input image (c) Spatial discretization (d) Initial solution (e) Optimization result

Fig. 9. Given a set of bottle caps (a) and an input image (b), our method first calculates a spatial discretization of the image over the bottle cap grid (c), which
is taken as reference for our optimization. An initial solution (d) is quickly calculated and then improved by the optimization, leading to our result (e).
Input is a cropped version of an image by Mike Sayre obtained from flickr.com under CC BY 2.0.

4.4. Initial solution
The method we are going to use in Section 4.5 to maximize

the energy (9) demands an initial guess. The computation of
this initial solution should be fast to let most of the computa-
tional time for the actual optimization and, more importantly,
the initial solution must satisfy the constraints of the problem
to start the optimization from a feasible state.

Using the example in Figure 9 as reference, we compute the
initial solution applying the following heuristic: we loop over
all caps in the spatially discretized image (c) in random order
and determine the available cap that is the closest (in RGB co-
ordinates) to the color of that cap in (c).

This simple strategy leads to the initial solution presented
in (d), which misses some features of the fish such as the lower
part of its body, but is much closer to the optimal solution than,
for example, a random initial solution. Letting X be the refer-
ence discretized image (Figure 9, c), Y0 the initial solution (d),
Yop the solution (e) generated by the optimization to be de-
scribed in Section 4.5 and Yra some random feasible solution,
the energy values (9) are given by

E(X,Y0) ≈ 0.72, E(X,Yop) ≈ 0.75, E(X,Yra) ≈ 0. (11)

Recalling that E(X,Y) ∈ [0, 1] for all possible Y and that the
higher this value the more similar the images are, we conclude
that this heuristic is successful at getting a good initial solution.

Notice that our initial solution strategy adopts randomness
only to decide which cap index to assign the closest color first
and not to decide the color itself. When the closest colors are
available in sufficient quantity such as in Figure 9 (d), this is
equivalent to assigning to all cap regions their closest colors. In
cases such as the one in Figure 11 (c), our strategy does intro-
duce some randomness to the initial solution, but our optimiza-
tion successfully restores homogeneous regions (Figure 11, d).

4.5. Optimization
The maximization of energy E (9) is a difficult discrete opti-

mization problem: even though we work at a low resolution, the
number of possible cap arrangements is combinatorially high,
making it impossible to try all of them using a brute force ap-
proach.

To be able to solve our problem in acceptable time, we have
adopted the simulated annealing strategy [5]. To prevent this
section from getting too long, we present here the general ideas
of how we have applied this strategy to our problem and leave
the details for Appendix B.

Starting from the initial solution (Section 4.4), we update
some of the cap colors and accept the new state according to
the following criteria: if it increases the energy value (i.e, if it
is better), the new solution is accepted. If it decreases the en-
ergy value (i.e., it is worse), it may be accepted depending on a
probability that decreases as the number of iterations increases.
This acceptance of some lower value energy states is important
to prevent the optimization of getting stuck during the initial
states.

The cap color update is performed in the following manner:
we randomly pick a cap and update this cap and some of its
1-neighbors (Figure 6, b) for all to have a single color among
the available ones. In the first round of iterations, we randomly
select 7 cap indices in each neighborhood and then exclude rep-
etitions at every iteration. This process is repeated until the
simulated annealing strategy converges and the resulting state
corresponds to an energy maximization constrained to updating
larger neighborhoods. From this state, we restart the simulated
annealing procedure with the second round of iterations where
6 neighbors are randomly selected for every update. We repeat
this process with 5 additional rounds where the last one con-
sists of updating only 1 of the caps in each neighborhood at ev-
ery iteration. This multi-stage strategy is important to improve
the energy value faster at the initial stages and then reproduce
the image (finer) details in the final stages. An example with
some intermediate results of this multi-stage can be found in
Figure B.19.

The color used as a candidate to update the color of the se-
lected caps is randomly chosen according to a probability that
is higher if more caps of that color are available. This proba-
bility is defined as the ratio of the number of available caps of
that color by the total number of available caps. This approach
guarantees that colors with no more caps available will not be
used as update candidates and that the boundary of the feasible
set will be avoided. We recall that the color update is accepted
only if it satisfies a simulated annealing criterium, meaning that
the most frequent colors are more often set as candidates but
not necessarily accepted in the results.

A result of our optimization can be seen in Figure 9 (e),
which is more similar to the reference image (c) than the ini-
tial solution (d). All the details of this process and pseudocode
for it can be found in Appendix B. Timings for the optimization
are provided in Table 1.
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(a) Input image (b) Spatial discretization (c) Initial solution
(d) Comupter-generated

bottle cap art
(e) Physically assembled

bottle cap art
Fig. 10. Example of all steps of our method, from the input image (a) and caps (top) to the physically assembled result (e). Input is a cropped version of an
image by Ted Murphy obtained from flickr.com under CC BY 2.0.

1191 580 414 360 337 234 195 110 90 73

(a) Input image (b) Spatial discretization (c) Initial solution
(d) Comupter-generated

bottle cap art
(e) Physically assembled

bottle cap art
Fig. 11. Result for which the initial solution (c) is far from the optimal solution (d), illustrating that our optimization successfully recovers features. The
input image is a crop from the painting Girl with a Peral Earring by Johannes Vermeer, available in the public domain.

Result Secs. 4.1 to 4.4 Section 4.5 Assembling
Figure 1 0.33 secs 192.97 secs 1h 45 min
Figure 2 0.31 secs 133.21 secs 1h 43 min

Figure 10 0.72 secs 129.51 secs 1h 43 min
Figure 11 0.72 secs 222.87 secs 1h 27 min
Figure 12 0.77 secs 18.58 secs 35 min
Figure 13 0.67 secs 83.77 secs 37 min

Table 1. Timings of our method.

5. Implementation and performance

We implemented our method as a serial Matlab program. The
inputs are an image in JPEG or PNG format, a list of RGB
colors, and cap quantities in the same format as (10), and the
number of caps on the horizontal extent of the bottle cap grid
(Figure 2, (b)). The output is a computer-generated bottle cap
art (Figure 2, (c)).

The spatial discretization (Section 4.1) is obtained running
the superpixels Matlab built-in function, with a small change
to make the coordinates of the centroids match the bottle cap
grid centers. This function is written in C++ and run on Matlab
as a MEX file. The metric calculation (Section 4.2) is coded
as a Matlab function that re-uses the SSIM(X j,Y j) values be-
tween neighborhoods that were not affected by the state update
to calculate (9) faster. Additionally, we use Matlab’s kmeans

function to compute the groups of caps that should be constant
in the result to define the penalty term Pen( j) in (9). The in-
put cap colors preprocessing (Section 4.3) and initial solution
calculation (Section 4.4) are programmed as simple loops in
Matlab and the simulated annealing process (Section 4.5 and
Appendix B) is programmed as a translation of Algorithm 1 to
Matlab.

We report in Table 1 the timings of our code for some exam-
ples recorded on a MacBook Pro Intel Core i5 2.3 Ghz com-
puter with 8 GB memory. We also present in the last column
the time taken to physically assemble the results. We can see
that the most time-consuming stage is the physical assembling
of the results. Our experience tells us that users get faster with
practice, but we do not expect them to assemble final results at
the scale of one meter in less than one hour.

6. Results

Throughout this paper, we have already presented many re-
sults with the goal of illustrating specific steps of our method.
We now turn our attention to presenting results with all steps
that generated them. Timings for these results are reported in
Table 1.

Figure 10 presents an input image in (a) and the available
caps at the top. The spatial discretization (b) reproduces well
the features from (a) since it is adaptive. The initial solution (c)
for the optimization fails to reproduce some details such as the
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(a) Input image (b) Discretization (c) Bottle cap art
Fig. 12. An example for which the initial solution is identical to the result
of the optimization (c). Input image by zaphad1 obtained from flickr.com
under CC BY 2.0

1191 580 414 360 337 234 195 110 90 73

(a) Input
image

(b)
Discretization

(c) Initial
solution

(d) Bottle cap
art

Fig. 13. Result with a very low resolution. Input is a cropped version of an
image by Eric Sonstroem obtained from flickr.com under CC BY 2.0.

ears of the dog and the leash. The result of our optimization (d)
successfully recovers these features and is used to guide the
physical assembling of the final bottle cap art (e), which is
92 cm wide by 73 cm high.

We present in Figure 11 a case with a bad initial solution (c).
There were not enough black caps to reproduce the dark regions
in (b) and these caps were eliminated by the process described
in Section 4.3 and Appendix A. The method to determine the
initial solution (Section 4.4) then got confused on how to fill
these regions with green and blue caps. Nonetheless, the opti-
mization (Section 4.5) successfully recovered the homogeneity
of the dark regions and details such as the eye and the neck of
the girl, as shown in (d). The physically assembled result (e) is
73 cm wide by 98 cm high.

On the other hand, Figure 12 presents a result (c) for which
the initial solution is identical to the result of the optimiza-
tion. The simple heuristic to determine the initial solution (Sec-
tion 4.4) was capable of reproducing the features present in (b)
for this case. The physically assembled result (c) is 54 cm wide
by 55 cm high.

We also present in Figure 13 an example with a very low
resolution of only 14 caps horizontally. Despite not being able
to reproduce all details from the input image (a), our method
produces a result (d) that clearly presents the silhouette of the
dog with some of its details and again is a clear improvement
over the initial solution (c). The result (d) is 45 cm wide by
56 cm high.

6.1. Comparisons

The novelty of the problem we are approaching makes it dif-
ficult to establish comparisons to previous methods. Naive ap-

2000
2000
2000
2000
2000
2000
2000
2000

2000
2000
2000
2000
2000
2000
2000
2000

(a) Caps (b) Input image (c)
Discretization

(d) Bottle cap
art

Fig. 14. Input image used by two pixel art papers [24, 25]. Despite the
different settings we work with, our method successfully reproduces the
features these methods do. Input image by William Warby obtained from
flickr.com under CC BY 2.0.

proaches such as the one illustrated in Figure 3 and the ini-
tial solution for our optimization (Section 4.4) have clearly pro-
duced results worse than the ones produced by our method.

To establish some comparison to previous methods, we
present in Figure 14 an image (a) that was used as input in two
pixel art papers: it appears in Figure 13 of [24] and in the sup-
plementary materials of [25]. If we run our method with set-
tings similar to theirs (number of bottle caps in the grid equal
to the number of pixels used by them, a 16-color palette which,
in our case, was determined running K-means over (b), and a
very high number of caps of each color to ensure that this is not
a constraint in practice), our result (c) reproduces well features
such as the roofs and windows of the pagoda and has a quality
similar to theirs, with the advantage of less staircased diago-
nal edges due to the different structure of the bottle cap grid in
comparison to the pixel grid. Physically assembling the result
in Figure 14 (c) would lead to a 1.54 m wide and 2.05 m high
result, which is out of the scope of this paper. The point we
make here is that if we were afforded to have settings similar to
the ones used by these two methods, we would obtain similar
quality results.

6.2. Tests with other settings

This section is devoted to studying how the variation of some
settings in our method affects its results.

We present in Figure 15 the effect of changing the compact-
ness parameter α (Section 4.1) on both the spatial discretiza-
tion (left) and the final result (right). Recall that a higher value
for this parameter leads to a smoother spatial discretization.
For example, setting α = 500 (a) leads to a spatial discretiza-
tion (left) with smooth color variations between the face of the
man and the collar of his shirt. The optimization tries to re-
produce these variations with a very limited palette but obtains
green and blue caps between these regions in the final result.
A similar problem can be found in the boundary between the
shirt and the suit and between the man’s mouth and smile. De-
creasing α to 100 (b) alleviates this problem but does not solve
it. Our choice α = 50 (left) leads to a spatial discretization with
sharper transitions that can be reproduced in the final result with
the available colors. Decreasing α further would lead to a noisy
and distorted spatial discretization (Figure 5, c) that would be
taken as reference for the optimization.
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(a) α = 500 (b) α = 100 (c) α = 50
Fig. 15. Different choices of compactness parameter α affect the spatial discretization (left) and the final result (right). Higher values lead to a discretization
with smoother boundaries that cannot be reproduced with the available colors (for example, the boundary between the man’s face and the collar of the
shirt). Our choice α = 50 (c) leads to sharper edges that are better reproduced in the final result.
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(a) Input image (b) 1 meter by 0.75 meters (c) 2 meters by 1.5 meters (d) 4 meters by 3 meters
Fig. 16. Results with different resolutions and the number of available caps varying proportionally. Input is a cropped version of an image by Flickr user
troposa1 available under CC BY 2.0.

The low resolution we have adopted for most of the results
can be a problem when the input image has high frequency de-
tails. This can be seen in Figure 16 (b), where the result has
24 caps on the horizontal extent and, if physically assembled,
would be approximately 1 m high by 0.75 m wide. Doubling
the dimensions and multiplying by 4 the number of available
caps leads to a result (c) with some features such as the eye and
the beak of the bird better reproduced. If we double again the
dimensions to obtain a bottle cap art with approximately 4 by
3 meters, higher frequencies such as feathers around the eyes
are present in the final result. Figure 16 shows that our method
is able to reproduce more details from the input image if more
resources are available.

We also present in Figure 17 an experiment where use differ-
ent cap colors, instead of our standard set of caps (Figure 9, a).
A set of colors that are representative of the input image leads
to a result (Figure 17, a) that is very similar to the reference
image (Figure 9, c). Setting two sets of random colors (Fig-
ure 17, b, c) leads to results with less quality but still reveal-
ing the content of the image and preserving most of its fea-
tures. Denoting by X the reference image (Figure 9, c), Yst

the result with our standard set of caps (Figure 9, e), Ya the
result in Figure 17 (a), Yb the result in Figure 17 (b) and Yc

the result in Figure 17 (c) the energy values (Eq. 9) are given
by E(X,Ya) ≈ 0.86, E(X,Yst) ≈ 0.75, E(X,Yb) ≈ 0.65 and
E(X,Yc) ≈ 0.62, which shows that the metric E measures well
the similarity between the images.

We observe that the background in Figure 17 (c) is filled

by purple caps and the middle part of the body of the fish by
caps of a similar color, while the background color in the ref-
erence image (Figure 9, c) is dark blue and the middle part of
the fish is white. As a consequence, the result in Figure 17 (c)
has less contrast than the reference image. This is explained
by the terms (2µxµy+γ1)

(µ2
x+µ2

y+γ1) and (2σxy+γ2)
(σ2

x+σ2
y+γ2) in the SSIM mertic (3):

while the former prioritizes color fidelity, the latter focuses on
contrast and structures. Adjusting the constants γ1 and γ2 could
change the balance between these terms but prioritizing contrast
too much could lead to results with colors that are too different
from the reference image, even when some of these colors are
available in sufficient quantity.

Figure 17 (d) shows an additional result generated using our
standard set of cap colors but with different quantities. The new
quantities are random numbers between 1 and 700 such that
their sum is equal to our standard total number of caps (3854).
The main difference to the result using our standard setup (Fig-
ure 9, e) is the background color since there were not sufficient
dark blue caps to fill the background area. Nonetheless, the new
result Yd in Figure 17 (d) presents features similar to the ones
in Figure 9 (e) and has energy value E(X,Yd) ≈ 0.71, which
shows that its quality is superior to the results in Figure 17 (b,c).

6.3. Limitations

The main limitations of our method are related to the very
low color and spatial resolution we work with. Figure 18
presents the result of applying our method to an input with
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Fig. 17. Result of applying our method to the input image in Figure 9 using different sets of available bottle caps.
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(a) Input image (b) Discretization (c) Bottle cap art
Fig. 18. Applying our method to an input image with high frequencies (a)
leads to aliasing in both the discretization over the bottle cap grid (b)
and our result (c), which also has spurious color variations caused by the
very limited color resolution. Input is a cropped version of an image by
Clint Budd obtained from flickr.com under CC BY 2.0.

high spatial frequencies (a). Aliasing produced at the first step
of our method (b) is carried over all steps and leads to a re-
sult (c) where the orientation of the lines in high frequency ar-
eas is wrong. Preprocessing the input image with antialiasing
techniques [42, 43, 44] could alleviate this problem, but would
considerably modify the input to deal with the very low spatial
resolution.

Figure 18 also illustrates a problem related to the very low
color resolution imposed by the caps we have at our disposal:
smooth color transitions in the input may lead to spurious colors
in the results, such as the green caps in the buttons and the red
caps between green and black caps in the high frequency areas.
This may also lead to isolated outliers such as the white caps
in the face of the man in Figure 2 (c,d), caused by highlights in
the input image that were not properly reproduced in the final
result. Notice that postprocessing the result to remove outliers
would not be a proper solution, since this would remove impor-
tant features of the size of one cap, for example, the eye of the
fish in Figure 9 (e) and the pearl earring in Figure 11 (d,e)).

7. Conclusion

In this paper, the problem of approximating an input image
with given plastic bottle caps has been proposed and a solution
involving spatial discretization followed by a structure-aware
optimization has been presented. Despite the very limited spa-
tial and color resolution of the problem, our method is capable
of producing high quality results for a variety of input images.

As a possible future work, we consider generating bottle cap
arts for collections of images, instead of single images as in
this paper. Energy (9) would allow ranking which image in
the collection is best approximated by the given set of caps.
Looping over all input images and applying our method would
be prohibitive due to the time taken by our optimization and we
are considering ways such as a multigrid strategy to speed it up.

Other interesting directions for future work include consid-
ering assembling caps over irregular grids (including grids with
multiple layers of caps) and allowing caps of different sizes.
This would make it possible to obtain results with sharper
edges, more varied artistic effects, and occluded canvas. A pos-
sible solution in this context would be to break the problem into
two parts: the first would calculate an optimal grid for a given
input image and the second would determine the colors of the
caps to cover this optimal grid. The first part would have to
consider the practical feasibility and stability of the physically
assembled bottle cap art and the second could use an optimiza-
tion framework similar to the one we presented in this work.

This paper has also shown that it is possible to propose and
approach valuable computer graphics problems using material
that would be discarded and potentially damage the environ-
ment. We hope that it serves as an encouragement for the com-
munity to consider more of these problems in the close future.
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this very constrained setting, the optimization may opt for color
fidelity even if this introduces variations that are inexistent in
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penalty term in (9), but this would make the method rely too
much on segmentation, which demands user interactions to be
done precisely and is out of the scope of this paper since our
goal is to propose a fully automatic method to compute bottle
cap arts.

We propose a preprocessing to discard caps that would likely
be used to increase color fidelity but are not available in suffi-
cient quantity to fill large regions. The maximization of (9) is
then performed using only cap colors that are available in suffi-
cient quantity. This may lead to results with different colors for
large areas (Figure 8 (c)) but with features preserved due to the
maximization of SSIM.

Let C j be the RGB coordinates of the available cap colors
and n j their respective quantities. For all results in this paper (in
particular the one in Figure 8) we have j = 1, . . . , 10 and, for
example, the white cap color is given by C7 = (0.89, 0.93, 0.96)
and n7 = 195.

We define N j, the number of caps in the spatially discretized
image X (Figure 8 (a)) that have colors closer to C j than to any
other available cap color Ci, as

N j = # { cap colors C in X |
d(C,C j) < 0.96 · d(C,Ci), for all i , j }. (A.1)

The factor 0.96 serves to determine colors that have distances
similar to more than one color in the available palette and do
not contribute to any specific N j.

All available caps of color C j are discarded if n j < N j, i.e.,
the number of caps of this color is not sufficient to fill areas that
would likely be filled by this color. For instance, in Figure 8,
we have N7 = 376 and n7 = 195 and thus the white caps are dis-
carded. After all necessary caps are discarded by this process,
we re-apply it to the remaining caps since the same problem
can happen to them. For the example we are considering (Fig-
ure 8) a second run leads to discarding the caps of beige color
(n6 = 234), since N6 = 376 for the second run. The process is
re-applied until no more caps are discarded by it.

In the unlikely cases when all caps are discarded, we decrease
the factor 0.96 in (A.1) and run this process from the very be-
ginning with all colors. If the problem persists, we re-apply
this strategy as many times as needed, printing warnings and
suggesting the user to decrease the final bottle cap art resolu-
tion since these cases happen when there are much fewer caps
than necessary to cover large areas.

Appendix B. Optimization details

The intent of this appendix is to present additional details of
the optimization discussed in Section 4.5. We are going to base
our presentation on the pseudocode in Algorithm 1. The in-
puts for the optimization are a spatially discretized (full palette)
image X generated as described in Section 4.1, an initial solu-
tion Y0 (Section 4.4) and a matrix A0 that results from applying
the preprocessing in Appendix A to a matrix in the format de-
scribed in Section 4.3 (e.g., the one in Eq. (10)). The output is
a bottle cap art Y that satisfies the constraints of the problem.
Despite we cannot ensure its optimality due to the lack of guar-
antees of the simulated annealing strategy and local minima of

the energy (9), Y is most of the times a qualitative and quantita-
tive improvement over the initial solution Y0 (it is not for cases
such as the one presented in Figure 12).

The simulated annealing test to accept a new bottle cap
art is given in line 18 of Algorithm 1. If the energy value
Enew (line 15) for the state Ynew (line 14) is greater than the
current energy value E, then ∆E > 0 (line 16), ∆E

t > 0,
exp

(
min

(
0, ∆E

t

))
= 1 and the state is accepted, since r < 1

(line 17). Recall that we are maximizing the energy and thus in-
creasing the energy value is the main goal. Otherwise (∆E < 0),
the condition in line 18 will have a higher probability to be sat-
isfied the closer ∆E is to 0 and the higher the temperature t is.
The temperature update in line 33 makes it more difficult for
states with ∆E < 0 to be accepted as the number of iterations
increases.

To make the optimization faster, we start using the parameter
N = 7 (line 10) to update a group of caps in a neighborhood,
instead of single cap updates. When the number of unsuccess-
ful attempts using this value of N exceeds the maximum M
(line 26) we decrease it by 1 (line 27), reset the temperature
for simulated annealing (line 29) and triple the maximum num-
ber of attempts (line 30). This last update serves to give the
algorithm more chances to reproduce features at finer scales.
Figure B.19 presents intermediate states obtained after reach-
ing the maximum number of attempts for N = 5, 4, 3, 2 and 1
(N = 7 and 6 are omitted due to their similarity to the initial
solution). Notice that the result (N = 1) in Figure B.19 is not
identical to the result presented in Figure 2 (c), which was ob-
tained with the same settings. This illustrates the fact that our
method does not always return the same results, due to the ran-
dom updates in Algorithm 1 (e.g., lines 12, 13 and 17) and the
local minima of the energy. Nonetheless, these two results have
only a few different caps, and both reproduce the main features
from the reference image.

To conclude this appendix, we explain below all the func-
tions that are called during the execution of Algorithm 1:

• AvailableCaps (lines 2 and 20) returns a matrix in the
same format as A0, but with cap quantities that correspond to
the ones in A0 minus the ones used in the state Y.

• Energy (lines 3 and 15) evaluates Eq. (9). It takes as
inputs the reference image X, a state Ynew, precomputed local
SSIM values S (Eq. (3)), and the indices U of the caps that
changed with respect to the previous (accepted) state Y. The
two last arguments of this function have the purpose of speed-
ing it up since only caps around the caps in U have their local
SSIM values affected by the update. If Ynew is accepted, then
the additional output S new is used in the next energy evaluations.

• CapsToUpdate (line 12) randomly picks a cap index to
be the center of a neighborhood (Figure 6). It then runs N
draws to obtain indices in the neighborhood and excludes
repeitions, i.e., the set of output indices U has at most N
elements.

• RandomColor (line 13) determines the cap color to be
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Reference image Initial solution N = 5 N = 4 N = 3 N = 2 N = 1
Fig. B.19. Reference image, initial solution, and intermediate stages of the optimization. The smaller the number of caps N that are updated at every
iteration, the more details from the reference image are reproduced. The state with N = 1 is the final result of the optimization.

used for all caps in U in the following manner: let Nk be the
number of available caps of the k-th color in A, minus the
number of elements in U (if this calculation leads to a negative
number, we impose Nk = 0). The function then returns the k-th
color according to the probability Pk = Nk∑

Nk
.

• UpdateBottleCapArt (line 14) updates the colors in state Y to
be C for all cap indices in U. In the unlikely cases when the
output Ynew is equal to the input Y, functions CapsToUpdate
and RandomColor are re-run until an actual new state is
obtained. This verification is important to base the choice
of the maximum number of unsuccessful attempts on actual
changes in the running state.

Algorithm 1: Bottle cap art simulated annealing
Inputs :

X Spatially discretized image
Y0 Initial solution
A0 Matrix with available cap colors and quantities

Outputs:
Y Bottle cap art

1 Y← Y0 // Bottle cap art initialization

2 A← AvailableCaps(A0,Y) // Update available caps

3 {E, S } ← Energy(X,Y, [], {1, . . . , #Y}) // Initial energy value

4 t0 ← 2e−4 // Initial temperature (simulated annealing parameter)

5 t ← t0 // Temperature initialization

6 ρ← 0.8 // Factor to decrease temperature during annealing

7 iteru ← 0 // Initialization of number of unsuccessful attempts

8 M ← 20 // Maximum number of unsuccessful attempts

9 iter ← 1 // Initialization of total number of iterations

10 N ← 7 // Initial cap neighborhood size

11 while N > 0 do
12 U ← CapsToUpdate(N, #Y) // Caps to have a new color

13 C ← RandomColor(A,U) // Color to use for all caps in U

14 Ynew ← UpdateBottleCapArt(Y,U,C) // New state

15 {Enew, S new} ← Energy(X,Ynew, S ,U) // New energy

16 ∆E = Enew − E // Energy difference

17 r ← Rand(0, 1) // Random number uniform in (0, 1)

18 if r < exp
(
min

(
0, ∆E

t

))
then // Accept update

19 Y← Ynew // Update bottle cap art

20 A← AvailableCaps(A0,Y) // Update available caps

21 S ← S new // Update local SSIM values

22 E ← Enew // Update energy value

23 iteru ← 0 // Reset number of unsuccessful attempts

24 else // Reject update

25 iteru ← iteru + 1 // Update unsuccessful attempts

26 if iteru > M then // Exceeded max number of attempts

27 N ← N − 1 // Decrease neighborhood size

28 iteru ← 0 // Reset number of unsuccessful attempts

29 t ← t0 // Reset temperature

30 M ← 3 ∗ M // Triple maximum number of attempts

31 iter ← iter + 1 // Update total number of iterations

32 if mod(iter, 500) = 0 then // At every 500 itearions

33 t ← ρ ∗ t // Cool temperature down
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